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Abstract
Vocabulary incompatibilities arise when the terms used to
index a document collection are largely unknown, or at least
not well-known to the users who eventually search the collec-
tion. No matter how comprehensive or well-structured the
indexing vocabulary, it is of little use if it is not used e�ec-
tively in query formulation. This paper demonstrates that
techniques for mapping user queries into the controlled in-
dexing vocabulary have the potential to radically improve
document retrieval performance. We also show how the
use of controlled indexing vocabulary can be employed to
achieve performance gains for collection selection. Finally,
we demonstrate the potential bene�t of combining these two
techniques in an interactive retrieval environment. Given a
user query, our evaluation approach simulates the human
user's choice of terms for query augmentation given a list
of controlled vocabulary terms suggested by a system. This
strategy lets us evaluate interactive strategies without the
need for human subjects.

1. Introduction
In recent years there has been renewed interest in doc-

ument collections that have been manually indexed with
terms assigned by human indexers. Index terms can come
from controlled or uncontrolled vocabularies and can be as-
signed by either authors or professional indexers. In this
work, we are investigating query expansion where one or
more terms are drawn from a controlled vocabulary, the in-
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dexing vocabulary used for manual indexing. In our termi-
nology Q, the original query, is expanded by the addition of
these term(s) to become Q0, the augmented query.
We are investigating the e�ects of query augmentation in

two arenas. We consider query augmentation for a straight-
forward document retrieval scenario. We also consider query
augmentation in a distributed or multi-collection environ-
ment. For the latter case, we study the e�ects of query
augmentation for both collection selection and for multi-
collection document retrieval. Our goal is to investigate two
main questions:

1. How does the use of augmented queries for collection
selection compare to the use of the original free text
queries?

2. What is the e�ect when augmented queries are used
for document retrieval?

In the discussion that follows, we will cover a number of
points. We will discuss related work in query augmenta-
tion and in collection selection. We will describe a multi-
collection test environment based on the OHSUMED [22]
test collection and discuss features of that test environment.
We will present two concrete approaches to query augmen-
tation that allow us to tap into the controlled vocabulary
terms (Medical Subject Headings or MeSH terms) that have
been assigned to the documents in the OHSUMED test col-
lection. Given these approaches to query augmentation, we
will present results that measure their e�ects on both col-
lection selection and document retrieval.
We restate the general questions from above as a set of

hypotheses to focus our discussion.

Hypothesis 1. Augmented queries will be more e�ec-
tive for collection selection than the original queries.
Adding more MeSH headings will improve collection
selection results.

Hypothesis 2. The bene�ts of using augmented queries
for collection selection will translate to superior docu-
ment retrieval results, even when the original queries
are used for document retrieval.

Hypothesis 3. Augmented queries will outperform the
original queries for document retrieval.

2. Background and Related Work



Our work is focused on augmenting queries with terms
drawn from a controlled vocabulary to enhance collection
selection and document retrieval. Manual indexing is a la-
bor intensive activity that provides enormous potential for
improving retrieval performance. Our work seeks to take ad-
vantage of such manually acquired terms for both collection
selection and document retrieval.

2.1 Manual Indexing
The OHSUMED collection [22], which is the focus of ex-

periments in this paper, consists of a strict subset of the
MEDLINE medical domain abstracts, with index terms as-
signed by professional indexers from the MeSH thesaurus.
Other collections using controlled vocabulary include NT-
CIR [24] and GIRT (German Information Retrieval Test)
[25]. The INSPEC collection of scienti�c and engineering
abstracts indexed with the INSPEC thesaurus provides a
commercial example of this genre of document collections.
An interesting research question is whether the intellec-

tual value-added of human indexing can provide leverage
for improved information retrieval through mechanisms of
query expansion, either automatically or as part of an in-
teractive relevance feedback loop with a user involved in
term selection. A simple term-matching approach to sug-
gesting MeSH terms for medical searching was implemented
in CITE [7], however no e�ectiveness results were reported.
Shatz, Chen and colleagues have provided a design for inter-
active term suggestion from the INSPEC subject thesaurus
and contrasted it to the alternative of co-occurrence lists
[29]. Gey et al. [14] have been studying the interactive sug-
gestion of subject terms to users by probabilistic mapping
between the user's natural language and the technical clas-
si�cation vocabularies through a methodology called Entry
Vocabulary Indexes (EVIs) [1, 14].
When a controlled vocabulary thesaurus is utilized for in-

dexing, a natural approach to query expansion is to add
narrower terms to terms found in documents. Hersh and his
colleagues have studied the e�ect of automatic narrower-
term expansion for OHSUMED and concluded that while
performance improves for some queries, overall performance
declines [23]. This approach contrasts with the widely used
technique of pseudo-relevance or \blind" feedback wherein
the top documents of an initial ranking are mined for ad-
ditional natural language terms to be added to the initial
query. Both techniques have counterparts in interactive
relevance feedback wherein either documents or suggested
terms can be presented to the user who choose which words,
phrases, or terms are to be added to the query.

2.2 Collection Selection
The problem of document retrieval in a multi-collection

environment can be broken down into three major steps.
First, given a set of collections that may be searched, the col-
lection selection step chooses the collections to which queries
will be sent. Next, the query is processed at the selected col-
lections, producing a set of individual result-lists. Finally,
those result-lists are merged into a single list of documents
to be presented to a user.
A number of di�erent approaches for collection selection

using free-text queries have been proposed and individually
evaluated [3, 12, 19, 21, 27, 31, 32]. Three of these ap-
proaches, CORI [3], CVV [32] and gGlOSS [19] were evalu-
ated in a common environment by French, et al.[2, 10, 11],

who found that there was signi�cant room for improvement
in all approaches, especially when very few databases were
selected. One of the goals of these experiments is to de-
termine if the use of augmented queries can provide that
improvement.
Other work has shown that improvements in collection se-

lection performance can translate into improved document
retrieval performance [28, 30]. Of particular interest to us
here is the work of Xu and Callan [30] who noted that query
expansion can improve collection selection performance. Xu
and Callan studied query expansion using the general vocab-
ulary of document in the collections, however in this work
we consider the e�ect of augmented queries using controlled
vocabulary.

3. OHSUMED-based test environment
All of the experiments reported here were conducted us-

ing a speci�c organization of the documents found in the
OHSUMED test collection. The OHSUMED collection, con-
structed and described by Hersh et al. [22], contains biblio-
graphic entries and abstracts for 348,566 MEDLINE medical
articles. A set of 106 queries and corresponding relevance
judgements are provided. Of the 348,566 entries, 233,445
have abstracts and 348,543 have had MeSH controlled vo-
cabulary entries assigned.
The manually-assigned MeSH headings make the OHSU-

MED collection useful for our study of augmented queries;
however, we're interested in the e�ect of augmented queries
on both document retrieval and collection selection. Be-
cause we are interested in distributed information retrieval
in general and collection selection in particular, we needed
to organize the OHSUMED documents into multiple col-
lections. We chose to organize the documents according to
journal of publication to create a multi-collection test envi-
ronment. This yielded 263 collections and provides us with a
test environment that has a topical organization (i.e. many
of the journals focus on speci�c medical sub�elds).
There are a number of interesting features of the OHSU-

MED collection and of our organization of the OHSUMED
documents into a multi-collection environment. First, we'll
discuss features of the queries and relevance judgements,
then we'll discuss the distribution of relevant documents
among our journal-based collections.

3.1 Queries and Relevance Judgements
The OHSUMED test collection is accompanied by 106

queries and two sets of relevance judgements.
The queries are �elded and contain two types of infor-

mation. One �eld contains a direct statement of informa-
tion need, while a second provides biographical information
about the patient whose condition prompted the query. In
our experiments we used only the statement of information
need as the original query.
There are two sets of relevance judgements associated with

the queries. The documents were judged on a ternary scale -
\de�nitely relevant", \possibly relevant" and \not relevant".
For our experiments, we used a binary scale for relevance
judgements and counted \possibly relevant" documents as
\not relevant". For 5 queries, there are no documents that
were judged \de�nitely relevant". We excluded those queries
and use the remaining 101 queries for our experiments.



3.2 Distribution of Documents and Relevant Doc-
uments

The OHSUMED test collection, and our journal-based or-
ganization of the documents into a multi-collection testbed
make an interesting and sometimes challenging test environ-
ment. Despite the specialized vocabulary of the documents
and queries, the environment can be challenging due to the
relatively small number of relevant documents overall. On
average, there are only 22.3 relevant documents per query,
with a minimum of 1 and a maximum of 118.
Our choice of organizing the documents by publishing

journal resulted in a skewed distribution of documents among
collections. On average, there are 1,325 documents per col-
lection with a minimum of 3 and a maximum of 12,654.
Most challenging from a collection-selection point of view is
the fact that despite the skew in the distribution of docu-
ments, the relevant documents tend to be very evenly dis-
tributed across the collections for many queries. Of the 101
queries under consideration, 45 have two or fewer relevant
documents in the collection containing the most relevant
documents. Only 21 queries have an average of two or more
relevant documents per collection. This type of scenario
has been shown to be particularly challenging for collection
selection [9].

4. Query Augmentation Approaches
Query augmentation is achieved in one of two ways: (1)

automatic query expansion; or (2) term suggestion. We are
investigating the latter approach in which we use an entry
vocabulary index (EVI) to suggest MeSH terms that are ap-
propriate for the original query. In our experiments, we use
two query augmentation approaches. One approach aug-
ments the queries with terms suggested by an existing term
suggestion mechanism, referred to here as an Entry Vocab-
ulary Index. The second approach augments the queries
with the MeSH terms most frequently assigned to relevant
documents.

4.1 Entry Vocabulary Indexes
Construction of Entry Vocabulary Indexes rests upon three

basic components: (1) a su�ciently large training set of doc-
uments that have been manually indexed with a metadata
classi�cation or thesaurus; (2) software and algorithms to
develop probabilistic mappings between words in the doc-
ument text and metadata classi�cations; and (3) software
to accept search words/phrases and return classi�cations.
For this research we utilized the entire collection of OHSU-
MED documents and assigned MeSH terms for our train-
ing set. Research on relevance feedback has suggested that
collection-speci�c term suggestion can be even more e�ec-
tive [13]. We plan to investigate collection-speci�c EVIs in
future work.
The �nal stage to creation of an Entry Vocabulary In-

dex is the use of a maximum likelihood weighting associated
with each text term and each subject heading. One con-
structs a two-way contingency table for each pair of terms
t and classi�cations C as shown in Table 1 where a is the
number of document titles/abstracts containing the word or
phrase and classi�ed by the classi�cation; b is the number
of document titles/abstracts containing the word or phrase
but not classi�ed by the classi�cation; c is the number of
titles/abstracts not containing the word or phrase but is

C :C
t a b
:t c d

Table 1: Contingency table from words/phrases to
classi�cation

classi�ed by the classi�cation; and d is the number of docu-
ment titles/abstracts neither containing the word or phrase
nor being classi�ed by the classi�cation.
The association score between a word/phrase t and a clas-

si�cation C is computed following Dunning [8]

W (C; t) = 2[logL(p1; a; a+ b) + logL(p2; c; c+ d)�
logL(p; a; a+ b)� logL(p; c; c+ d)]

where

logL(x; n; k) = k � log(x) + (n� k) � log(1� x)

and p1 =
a

a+b
, p2 =

c

c+d
, and p = a+c

a+b+c+d
.

4.2 RBR-EVI
We are interested in gauging the potential of query aug-

mentation in this environment. Therefore, we constructed
an oracle, referred to here as RBR-EVI, to select MeSH
terms for query augmentation. The premise behind RBR-
EVI is that the best MeSH terms with which to augment a
query are the MeSH terms that have been assigned to the
greatest number of documents relevant to that query.
For each query, we examine the set of relevant documents

for that query and maintain a histogram of MeSH terms as-
signed to those documents. We sort the MeSH terms in de-
creasing order of the number of relevant documents to which
they were assigned to create a list of MeSH terms from which
to choose. For our experiments, we add the top-ranked 1, 2
and 3 MeSH terms to create RBR-EVI augmented queries.
This approach is not necessarily optimal; for example, if
the second-ranked term co-occurs frequently with the top-
ranked term then adding the second-ranked term may not
improve performance for that query. However, RBR-EVI
does suggest very good MeSH terms.
We re-iterate that the RBR-EVI approach to augment-

ing queries is an attempt to gauge the potential of query
augmentation. This approach can only be employed when
relevance judgements are available.

4.3 Simulating User Interaction
Term suggestion is an interactive technique in which the

searcher is presented with a list of terms (in our case ranked)
from which to choose appropriate MeSH terms to add to the
original query. Operationally the original query is presented
to the EVI and a ranked list of suggested terms is displayed
to the searcher. To simulate the user interaction we are im-
mediately faced with the decision of which terms to select.
Because we present a ranked list of say n terms, it is tempt-
ing to simply augment the query with the �rst k suggested
terms on the assumption that they are somehow the \best."
But, this is not how humans approach the task. In particu-
lar, a human searcher would scan the entire list (provided it
is of reasonable size) and pick the best terms to add to the
query based on an internalized information need. Moreover,
if told to augment a query with k terms, a human would



interpret that to mean at most k terms, preferring to add
fewer or none at all when the suggested terms did not look
promising.
These observations lead to our strategy of simulating an

expert user1. We have a concrete EVI instance that we are
evaluating. For the testbed, we also have an oracle, RBR-
EVI that largely represents an upper bound on achievable
performance. Our strategy is to combine them to simulate
a knowledgeable searcher. We do so as follows. First the
query is presented to the EVI and a list of terms is suggested.
That list is then intersected with the RBR-EVI term sugges-
tions. The rationale is that if the RBR-EVI terms appear
among the EVI suggestions, then those are precisely the
terms the knowledgeable user would select for query aug-
mentation. Because the RBR-EVI contains the k = 3 best
MeSH terms, our simulated interaction (SI) adds at most 3
MeSH terms to the original query. Our approach is similar
to the one used by Harman [20] for query expansion using
the general vocabulary of a collection.
To summarize, the SI approach combines an oracle and an

algorithm (e.g., term suggestion, collection selection, etc.)
to simulate \good" choices made by a knowledgeable user.
The assumptions underlying the SI approach are reason-
able. The technique allows us to simulate interactive re-
trieval techniques in a laboratory setting and provides an
alternative means of gauging the e�ectiveness of interactive
techniques without the need for costly user studies. We
demonstrate the use of this technique in Section 6.

5. Experimental Methodology
In these experiments, we consider the e�ect of augmented

queries on both document retrieval and collection selection.
We also consider two paradigms for augmenting original
queries. As a result, there are many experimental parame-
ters. We begin with an overview of the three types of exper-
iments, then cover the details of the experimental parame-
ters.

5.1 Overview

5.1.1 Collection Selection Experiments
For the collection selection experiments, we evaluate col-

lection selection independently of the eventual document re-
trieval at the selected collections. For these experiments,
we are concerned with how augmented queries can a�ect
our ability to locate collections that contain relevant docu-
ments. To study this, the primary experimental variable is
the query formulation. We use the original query, then aug-
ment it with increasing numbers of MeSH terms and evalu-
ate the results.

5.1.2 Document Retrieval Experiments
Our �rst document retrieval experiments mirror the col-

lection selection experiments discussed above. Here, we are
concerned with the e�ect of augmented queries on document
retrieval. For the �rst experiments, we do not yet consider
collection selection. Again, the primary experimental vari-
able is the query formulation. We study document retrieval
using the original query plus the original query augmented

1Magennis and van Rijsbergen [26] showed that for non-
controlled vocabulary the full bene�t may not be achieved
by inexperienced users.

with MeSH terms when documents from all 263 collections

are eligible for retrieval.

5.1.3 Collection Selection and Document Retrieval
The remaining experiments become more complicated and

have more experimental variables. For these experiments,
we consider the e�ects of augmented queries on document
retrieval when collection selection is also employed. As a re-
sult, the queries used for both collection selection and doc-
ument retrieval may vary. In addition, we use two di�erent
collection selection approaches.

5.2 Queries
We employ three di�erent overall query formulations in

these experiments. The �rst is the simple original queries,
the statements of information need that are distributed with
OHSUMED. The second formulation considers the original
queries augmented with one, two or three top-ranked terms
suggested by the RBR-EVI described above. The third type
of query formulation is intended to simulate human-system
interaction with an operational EVI. This approach was de-
scribed in Section 4.3 and adds at most three MeSH terms
to the original query.
For di�erent experiments, we use di�erent combinations of

these approaches. For example, a query might be augmented
for collection selection but the original query could be used
for document retrieval.

5.3 Collection Selection Methodology
We used two collection selection approaches in our ex-

periments. First, we used the existing CORI [3] collec-
tion selection approach. CORI has been shown to per-
form well for collection selection when compared to other
approaches [2, 10]. CORI makes use of document frequency
information about terms in collections to rank collections
for selection. Because collection selection experiments were
performed independently of document retrieval, we imple-
mented the published CORI algorithm [3]. The standard
distribution of CORI operates in conjunction with the In-
query information retrieval system.
The second approach that we used was a relevance-based

ranking (RBR). This ranking served as an oracle for collec-
tion selection. Given the existence of relevance judgements,
RBR ranks collections in descending order of the number
of relevant documents that they contain. RBR is based
upon the premise that it is advantageous to send queries
to the collections containing the most relevant documents.
It has been shown that multi-collection document retrieval
improves markedly when RBR is used for collection selec-
tion [6, 28]. One important thing to note is that because
the ranking is based only upon the number of relevant doc-
uments in a collection, the RBR collection ranking for a
query does not change if the query is augmented.

5.4 Document Ranking
The document ranking formula used in all of these OHSU-

MED retrieval runs was the UC Berkeley TREC-2 proba-
bilistic retrieval formula [5]. Retrieval results on the TREC
test collections have shown that the formula is robust for
both long queries and manually reformulated queries. The
same formula (trained on English TREC collections) has
performed well in other languages [17, 16, 15, 4]. The algo-
rithm has demonstrated its robustness independent of lan-



guage as long as appropriate word boundary detection (seg-
mentation) can be achieved. The logodds of relevance of
document D to query Q is given by

logO(RjD;Q) = log
P (RjD;Q)
P (RjD;Q)

= �3:51 + 1p
N + 1

� + :0929 �N

where

� = 37:4

NX

i=1

qtfi
ql+ 35

+ 0:330

NX

i=1

log
dtfi

dl + 80

�0:1937
NX

i=1

log
ctfi
cl

where N is the number of terms overlapping between the
query and document and qtfi, dtfi, ctfi, ql, dl, and cl are
term frequency in query, term frequency in document, col-
lection term frequency for the ith matching term, and query
length, document length, and collection length respectively.
P (RjD;Q) is the probability of relevance of document D
with respect to query Q, P (RjD;Q) is the probability of
irrelevance of document D with respect to query Q. De-
tails about the derivation of these formulae may be found
elsewhere [5, 17, 16, 15, 4].

5.5 Merging
There are two ways that collection selection can be em-

ployed. In an existing multi-collection environment, collec-
tion selection is used to route queries to search engines at
the individual collections. In this case, merging the results
from each collection into a single results list is an important,
and often complex, problem.
When the documents from all collections are available (as

is the case here), collection selection can be performed as a
post-processing step when documents are retrieved from a
centralized index of the documents in all collections. Docu-
ments from the selected collections can be declared eligible
for retrieval and the single results list is �ltered. In this case,
no merge step is necessary. This is the approach employed
for the experiments reported here. This approach is equiva-
lent to a raw-score merge in a multi-collection environment
where collection-wide information is available. See Powell et
al. [28] for a more detailed discussion of this approach.

5.6 Evaluation

5.6.1 Collection Selection
Our evaluation of collection selection approaches is based

on the degree to which a collection ranking produced by an
approach can approximate a desired collection ranking. Col-
lection selection evaluation measures are discussed in detail
in French and Powell [9]. For these experiments, we use only
the Rn measure de�ned by Gravano and Garc��a-Molina [18].
The Rn measure is calculated with respect to two rank-

ings, a baseline ranking B that represents the desired collec-
tion ranking and an estimated ranking E produced by the
collection selection approach. Our goal is to determine how
well E approximates B. We assume that each collection Ci

has some merit, merit(q;Ci), to the query q. The baseline
is expressed in terms of this merit; the estimate is formed
by implicitly or explicitly estimating merit. For these ex-
periments, we always use a relevance-based ranking as the

baseline, so merit(q;Ci) is the number of documents in Ci

that are relevant with respect to query q.
Let Cbi

and Cei
denote the collection in the i-th ranked

position of rankings B and E respectively. Let

Bi = merit (q; Cbi
) and Ei = merit (q; Cei

) (1)

denote the merit associated with the i-th ranked collection
in the baseline and estimated rankings respectively.
Gravano et al.[18] de�ned Rn as follows.

Rn =

P
n

i=1
EiP

n

i=1
Bi

: (2)

This is a measure of how much of the available merit in the
top n ranked collections of the baseline has been accumu-
lated via the top n collections in the estimated ranking.

5.6.2 Document Retrieval
For the document retrieval experiments reported here we

use an approach that has been used for reporting TREC
experimental results. We report precision at �xed numbers
of documents retrieved. Precision is the number of relevant
documents retrieved divided by the number of documents
retrieved.

6. Results
We restate our hypotheses here and discuss the outcome

of our experiments. In all the plots shown here, RBR-EVI
is used to determine the \best" MeSH headings to use for
query expansion. Results for a simulated user interaction
(SI) are also reported.

6.1 Collection Selection
Hypothesis 1: Augmented queries will be more e�ective

for collection selection than the original queries. Adding
more MeSH headings will improve selection results.
For these experiments, we evaluated directly the e�ect of

augmenting queries on collection selection. Here, we used
the Rn measure for evaluation; no document retrieval has
been performed yet. Figure 1 shows the results of our col-
lection selection comparison and illustrates three di�erent
types of queries: the original queries, the original queries
augmented by RBR-EVIMeSH terms and the original queries
augmented using SI.
We used the CORI algorithm [3] to perform collection

selection because prior research has shown it to be as good
as or superior to other collection selection algorithms[28, 10,
11]. For contrast, the best possible performance under the
Rn measure is shown as the curve labeled RBR.
As can clearly be seen from Figure 1, Hypothesis 1 is born

out. When the RBR-EVI is used to augment queries, the ad-
dition of MeSH terms to the original query boosts collection
selection performance by over 25% up to about 70 docu-
ment collections selected. The improvement beyond that is
somewhat smaller but still signi�cant. Adding more RBR-
EVI MeSH terms does improve collection selection perfor-
mance but the magnitude of improvement drops o� after
two terms have been added. A visible improvement can also
be observed when the simulated interaction (SI) approach
to query augmentation is employed, suggesting that a por-
tion of the potential improvement shown under RBR-EVI is
achievable in an operational setting.
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Figure 1: CORI selection performance measured by
Rn when 0, 1, 2 or 3 MeSH terms are added to the
original query for collection selection.

Hypothesis 2: The bene�ts of using augmented queries for
collection selection will translate to superior document re-

trieval results, even when the original queries are used for
document retrieval.
For these experiments, we used the CORI collection selec-

tion rankings whose performance was evaluated in Figure 1
and selected the 5 top-ranked collections for each query. Re-
trieval was restricted to the documents contained in those
collections. We varied the query formulation used for col-
lection selection, but always used the original query for doc-
ument retrieval. In an operational setting, it is likely that
augmented queries would be used for document retrieval;
however, in this case we wanted to isolate the e�ect of the
augmented queries when used for collection selection.
As in the experiments reported for Hypothesis 1, we used

the RBR-EVI to augment the queries with 1, 2 or 3 MeSH
terms. Before we examine Figure 2, it is necessary to ex-
plain the labeling convention of our �gures. Each plot on
the graphs of Figures 2{5 is labeled according to the number
of MeSH terms added to the original query. The �rst digit of
the label is the number of terms added to the collection se-
lection query. The second digit is the number of terms added
to the document retrieval query. For example, plot \20" of
Figure 2 shows results when two RBR-EVIMeSH terms were
added to the collection selection query and when zero MeSH
terms were added to the document retrieval query (i.e. the
original query was used). There are a few additions to this
convention. We use \-" to denote no collection selection step
and \*" to denote RBR selection (recall that RBR selection
is not a�ected by query augmentation). An \s" denotes the
use of SI augmented queries for either collection selection or
document retrieval. The line and mark types of the plots
are also consistent across Figures 2{5. Please note that the
Precision values in Figures 2{5 have maximum value of 0.6
to facilitate graph readability.
We see from Figure 2 that this Hypothesis 2 is false. While

there is some slight improvement in retrieval performance
as MeSH terms are added for collection selection, the per-
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Figure 2: Document retrieval performance mea-
sured by average precision when 0, 1, 2 or 3 MeSH
terms are used for collection selection but the orig-
inal query is used for document retrieval.

formance overall is largely unchanged from that using the
original query alone. For example, when the original query
is used for both collection selection and document retrieval,
precision at 20 documents retrieved is 0:13. Adding 1, 2
and 3 MeSH terms yields precision values of 0:14, 0:15 and
0:15 respectively. For comparison we have also shown the
performance obtained when the original query is used on
the unpartitioned document collection (the plot labeled \-
0"). Note that the collection selection approach is search-
ing 5=263 < 2% of the document collections and while its
performance is lower than that obtained by searching the
unpartitioned collection, it is still quite respectable.

6.2 Document Retrieval
Hypothesis 3: Augmented queries will outperform the

original queries for document retrieval.
For these experiments, no collection selection step was

performed. All documents from the 263 collections were
eligible for retrieval.
Inspecting Figure 3 we see that Hypothesis 3 is clearly

correct. The single \best" MeSH term suggested by the
RBR-EVI caused a large performance boost with smaller
gains coming from the addition of more terms. The achiev-
able SI approach (marked with \s" in the plot) fell short
of the oracle, but achieved a signi�cant performance boost
over the original query. We conclude that a user familiar
with the controlled vocabulary would bene�t from the term
suggestions of an EVI.

7. Discussion
Collection selection and document retrieval are two dif-

ferent problems and techniques improving one need not im-
prove the other. This is seen clearly in Figure 2 and Figure 3.
Adding MeSH terms to the query for collection selection
alone had little e�ect on �nal document retrieval perfor-
mance; augmenting a query with MeSH terms for document
retrieval showed substantial performance gains.
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Figure 3: Document retrieval performance mea-
sured by average precision when 0, 1, 2 or 3 MeSH
terms are used to augment the query for retrieval.
No collection selection used.

We ran another experiment to get an idea of what kind
of performance gain is possible with the best possible col-
lection selection and using augmented queries for document
retrieval. In this experiment collection selection was deter-
mined by the RBR approach[11]. The results are shown in
Figure 4. A comparison with Figure 3 shows that additional
performance gains are possible when excellent collection se-
lection is employed.
The obvious question to ask now is: what kind of perfor-

mance is achievable using today's best collection selection
technology and augmented queries. Figure 5 shows the re-
trieval performance when CORI selection is used together
with both RBR-EVI and SI augmented queries for both col-
lection selection and document retrieval. Recall that the
results when collection selection is employed are computed
over less than 2% of the 263 document collections so Figure 5
should be compared to Figure 2. We see that the addition
of more MeSH terms improves retrieval performance. More-
over, this strategy is comparable to the performance of the
original query on the unpartitioned collection through ap-
proximately 40 documents retrieved. In this testbed only 16
of the 101 queries have as many as 40 relevant documents.
We also note from Figure 3 that the best performance of

augmented queries (i.e., when 3 MeSH terms are added) is
everywhere better than the best performance shown in Fig-
ure 5, but we emphasize again, only 2% of the document
collections are used for retrieval by the strategy employed
in Figure 5. The results in Figure 5 reinforce earlier work
demonstrating that good retrieval performance can be ob-
tained even when the search space is severely restricted[28].

8. Conclusions and Future Research
Our paper has contributed to the understanding of query

augmentation in collection selection and document retrieval.
This research has addressed the question of exploitation of

controlled vocabulary to improve information retrieval per-
formance from both a distributed collection selection and
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Figure 4: Document retrieval performance mea-
sured by average precision when 0, 1, 2 or 3 MeSH
terms are used for for document retrieval and an
oracle is used for collection selection.

document retrieval point of view. We have shown that in-
telligent query expansion by augmenting natural language
queries with controlled vocabulary terms can result in sig-
ni�cant performance improvement (demonstrated by the re-
sults in Figure 3). The augmentation is achieved in practice
through the use of Entry Vocabulary Indexes (EVIs) which
map from ordinary language expressions to controlled vo-
cabulary index terms. When index term suggestions are
reviewed interactively by a human, the most e�ective terms
can be selected from many presented by the EVI system.
An evaluation methodology has been presented which sim-

ulates human selection by its overlap between relevance-
based RBR-EVI performance and actual ranked lists of EVI
suggested terms for query expansion. The assumptions un-
derlying this strategy are reasonable and when it can be
used, the strategy gives us a means to deterministically eval-
uate interactive retrieval performance. We have shown that
the simulated interactive query expansion from a controlled
vocabulary can gain as much as 30 percent over the original
free text query. The results, of course, apply to document
collections which possess the value-added augmentation of
human indexing. This, however, covers much of the exist-
ing scienti�c literature and hence techniques which improve
technical literature search are intrinsically worthwhile.
As shown in Figure 4, collection selection has the potential

to radically increase document retrieval performance. To-
day's technology is only achieving a small portion of that po-
tential. Research into better collection selection algorithms
is clearly worthwhile.
An open research question is whether a methodology for

automatic query expansion can be found which achieves
some of the value-added of human term selection for ex-
pansion. If, for example, the subdomain of discourse (say,
for example, Surgery, with respect to the medical litera-
ture) could be identi�ed, the controlled vocabulary could be
restricted to that subdomain, and further performance im-
provements might be attainable. This is one direction of our
current research.
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Figure 5: Document retrieval performance mea-
sured by average precision when 0, 1, 2 or 3 MeSH
terms are used for collection selection and for doc-
ument retrieval.
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