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ABSTRACT
This poster session examines a probabilistic approach to dis-
tributed information retrieval using a Logistic Regression
algorithm for estimation of collection relevance. The algo-
rithm is compared to other methods for distributed search
using test collections developed for distributed search eval-
uation.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Search pro-
cess; H.3.7 [Digital Libraries]: Systems issues

General Terms
Algorithms, Performance

Keywords
Distributed Information Retrieval

1. INTRODUCTION
This poster will present some recent effectiveness results

for the application of Logistic Regression to the problem
of distributed Information Retrieval (IR). This approach,
and the rationale for its use, is described in this extended
abstract of the work. During the poster session new experi-
ments and evaluation currently underway will be described.
In this proposal we briefly describe the problem, our ap-
proach and how this approach compares to some other well-
known methods for distributed search using test collections
developed for distributed search evaluation[5, 4, 8].

As increasing numbers of sites around the world make
their databases available through protocols such as OAI
or Z39.50 the problem arises of determining, for any given
query, which of these databases are likely to contain infor-
mation of interest to a world-wide population of potential
users. This is the central problem of distributed IR and has
been an area of active research interest for many years. Some
of the best known work has been that of Gravano, et al. [6]
on GlOSS and Callan’s [1] application of inference networks
to distributed IR (CORI). French and Powell, along with a
number of collaborators [5, 4, 8], enabled comparative eval-
uation of distributed IR by defining test collections derived
from TREC data, where the TREC databases are divided
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Figure 1: Title Query Performance

into sub-collections representing virtual distributed collec-
tions. In addition they defined a number of measures for
evaluation of the performance of distributed IR[5] used in
this paper to compare previously published results on col-
lection selection with a probabilistic model based on logistic
regression.

2. THE APPROACH
The algorithms developed for this research are based on

the logistical regression method developed by researchers at
U.C. Berkeley and tested in TREC evaluations [3, 2]. Since
the “collection documents” used for this evaluation repre-
sent collections of documents and not individual documents,
a number of differences from the usual logistic regression
measures were used. In addition, analysis showed that dif-
ferent forms of the TREC queries (short titles only, longer
queries including the concepts fields and the very long title,
concepts, description and narrative) behaved quite differ-
ently in searching the distributed collection, so three differ-
ent regression equations were derived and applied automati-
cally based on the length of the query. In this paper only the
“title” and “long” (title and concepts) queries are discussed,
since they best approximate actual queries.

In the logistic regression model of IR, the estimated proba-



bility of relevance for a particular query and a particular col-
lection (or collection document) P (R | Q, C), is calculated
and collections are ranked in order of decreasing values of
that probability. In the current system this is calculated as
the “log odds” of relevance log O(R | Q, C), Logistic regres-
sion provides estimates for a set of coefficients, ci, associated
with a set of S statistics, Xi, derived from the query and
database of collection documents, such that:

log O(R | Q,C) ≈ c0

SX

i=1

ciXi (1)

where c0 is the intercept term of the regression. For the
set of M terms that occur in both a particular query and a
given collection document. This formula is similar to that
used in TREC 3[2]. The statistics used in this study were:

X1 =
1
M

PM
j=1 logQAFtj . This is the log of the absolute fre-

quency of occurrence for term tj in the query averaged over
the M terms in common between the query and the docu-
ment.

X2 =
√

QL . This is square root of the query length (i.e., the
number of terms in the query disregarding stopwords).

X3 =
1
M

PM
j=1 logCAFtj . This is is the log of the absolute fre-

quency of occurrence for term tj in the collection averaged
over the M common terms.

X4 =
q

CL
10

. This is square root of the collection size.

X5 =
1
M

PM
j=1 logICFtj . This is is the log of the inverse collec-

tion frequency(ICF) averaged over the M common terms.
ICF is calculated as the total number of collections divided
by the number that contain term tj

X6 = logM . The log of the number of terms in common between

the collection document and the query.

For short (title only) queries, for example, the equation used
in ranking was:

logO(R | Q, C) = −3.70 + (1.269 ∗ X1) + (−0.310 ∗ X2)

+(0.679 ∗ X3) +K

+(0.223 ∗ X5) + (2.01 ∗ X6);

(K is a constant because query term frequency is always 1
in short queries).

3. EVALUATION
We used collections formed by dividing the documents on

TIPSTER disks 1, 2, and 3 into 236 sets based on source
and month[5]. Collection relevance information was based
on whether any documents in the collection were relevant
according to the relevance judgements for TREC queries
51-150. The relevance information was used both for esti-
mating the logistic regression coefficients (using a sample of
the data) and for the evaluation (with full data).

Figure 1 summarizes some preliminary results of the eval-
uation. The X axis is the number of collections in the rank-
ing and the Y axis, R̂, is a Recall analog that measures
the proportion of the total possible relevant documents that
have been accumulated in the top N databases, averaged
across all of the queries. The Max line is the optimal re-
sults based where the collections are ranked in order of the
number of relevance documents they contain. Ideal(0) is an
implementation of the GlOSS “Ideal” algorithm and CORI

is an implementation of Callan’s Inference net approach (de-
scribed in [8]. The Prob line is the logistic regression method
described above. For title queries (Figure 1) the described
method performs slightly better than the CORI algorithm
for up to about 100 collections, where CORI exceeds it.
Both CORI and the logistic regression method outperform
the Ideal(0) implementation.

We are continuing to examine probabilistic distributed IR
using logistic regression. Further work is underway to refine
the model and to apply it to actual systems in the U.K.
using collection harvesting techniques described in [7]. This
ongoing work will be described at the poster session.
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