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Abstract

This paper presents a primarily data-driven Chinese word segmentation system and its performances on the closed track using two corpora at the first International Chinese word segmentation bakeoff. The system consists of a new words recognizer, a baseline segmentation algorithm based on a unigram language model, and procedures for combining single characters and checking segmentation consistencies.
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1. Introduction

At the first international Chinese word segmentation bakeoff, we participated in the closed track using the Academia Sinica corpus (hereinafter referred to as AS corpus) and the Beijing University corpus (hereinafter referred to as PK corpus). We will refer to the segmented texts in the training corpus as the training data, and to both the un-segmented testing texts and the segmented texts (the reference texts) as the testing data. Details on the tasks, data sets and evaluations for the first international Chinese word segmentation bakeoff can be found in (Sproat and Emerson, 2003). This paper describes our Chinese word segmentation system used at the first international Chinese word segmentation bakeoff.

   The segmented PK training corpus contains 1,121,017 words with 55,226 being unique. The PK testing data contains 17,194 words with 4,403 being unique. The out-of-vocabulary word rate in the PK testing data is 0.0692, which means that on the average one expects to find about 7 new words in every 100 words in the PK testing data. One reason that the out-of-vocabulary word rate is relatively high in comparison to the other three corpora used at the word segmentation bakeoff is that almost all the digits, English letters and punctuation marks are encoded in GB in the PK training corpus, but in ASCII in the PK testing data. After the ASCII characters in the PK testing data are converted into GB, the out-of-vocabulary word rate drops to 0.0448.  There are 716 unique new words in the PK testing data.

   The AS training corpus has 5,806,611 words with 146,226 being unique, and the AS testing data has 11,985 words with 3,416 being unique.  There are 171 unique new words, occurring 258 times, in the AS testing data. The out-of-vocabulary word rate in the AS corpus is 0.0215, which is much lower than that in the PK training corpus.

2.  System Description

Our word segmentation system has three main components: 1) new word extraction; 2) dictionary-based word segmentation; and 3) post-processing. The new word extraction procedures are called first to extract new words from testing data. The segmentation dictionary initially developed from the training data is augmented with the new words automatically extracted from the testing data. The expanded segmentation dictionary is then used in segmenting the testing texts into words. Finally the segmented texts are further processed before producing the final segmentation results.

2.1 Unigram Segmentation Algorithm

Given a dictionary and a sentence, our baseline segmentation algorithm finds all possible segmentations of the sentence with respect to the dictionary, computes the probability of every segmentation based on a unigram language model, and chooses the segmentation with the highest probability from all possible segmentations of the same sentence. For example, suppose that a sentence of n characters, 
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, the probability of this segmentation according to the unigram language model is computed as follows: 
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where N(w) is the number of times that the word w occurs in the training corpus, and N is the total number of words in the training corpus. That is, it is the maximum likelihood estimate (MLE) of the probability of word w occurring in the training corpus. For out-of-vocabulary words (the words not in the training corpus), their occurrence frequencies are arbitrarily set to 0.5 in our experiments. Alternatively a smoothing technique such as Good-Turing can be applied to smooth the frequency counts before the maximum likelihood estimates are computed. Because the number of possible segmentations of a sentence with respect to a segmentation dictionary grows rapidly as the number of characters in the sentence increases, it is not practical to first enumerate all the possible segmentations, then compute the probabilities of all the possible segmentations, and finally choose the segmentation with the highest probability. The most likely segmentation of a sentence can be efficiently found using the Viterbi algorithm without computing the probabilities of all the possible segmentations of a sentence with respect to the segmentation dictionary. 

    To illustrate how a text is segmented, consider the text fragment 牡丹花木 which has three segmentations with respect to a dictionary containing the words: 牡丹 (peony), 牡丹花 (peony flower), 花木 (flower and wood), 花 (flower) and 木 (wood).

1. 牡丹/花木

2. 牡丹花/木

3. 牡丹/花/木

The probabilities of the three segmentations are computed based on the unigram language model as follows: 

1. p(牡丹/花木) = p(牡丹)*p(花木) 

2. p(牡丹花/木) = p(牡丹花)*p(木)

3. p(牡丹/花/木) = p(牡丹)*p(花)*p(木)

The probability of a word is estimated by its relative frequency in the training data. Assume the first segmentation has the highest probability, the text “牡丹花木” will then be segmented into 牡丹/花木. Since we compute the probability of a sentence using the unigram language model, we refer to the segmentation algorithm as the unigram segmentation algorithm. In language modeling, the probability of a sentence can also be computed based on a bigram, trigram or, more generally, n-gram model. For instance, the probability of the sentence 
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We chose the unigram model for its simplicity. One can also compute the probability of a segmentation based on the bigram or trigram language model. The idea that the probability of segmentation is computed based on a language model and then the segmentation with the highest probability among all possible segmentations of a sentence with respect to a dictionary is chosen as the segmentation of the sentence is not new.  For example, see (Chang et al. 1991) for an earlier application of this idea to Chinese word segmentation.

2.2 Combining Single Characters

New words are usually two or more characters long and are often segmented into single characters. For example, when the word 羊年 (the year of the ram) is not in the segmentation dictionary, it will most likely be segmented into 羊 (ram) and 年 (year) in the context of 祝他们羊年幸福健康 by any dictionary-based segmentation algorithm such as the maximum matching algorithm and the unigram segmentation algorithm presented in the previous section. Most of the new two-character words will most likely be segmented into two single characters by dictionary-based segmentation methods. However, new words of three or more characters may not be segmented into all single characters, but a mix of single characters and words of two or more characters. For example, the new word 苹果汁  (apple juice) may not be segmented into 苹/果/汁 but more likely into 苹果/汁 (apple/juice) if the segmentation dictionary contains the word 苹果 (apple). Some characters usually do not occur alone as words, instead they occur often as part of a word. As an example, the character 国 occurs as part of a word 17,108 times, but as a word alone only 794 times in the PK training data. We speculate that by combining the successive single characters that occur more commonly as part of a word than as a word on its own may help identify some new words and thus improve the segmentation performance. We consider only the cases where single characters occur in a row. Combining single characters with the surrounding words that are two or more characters may also help identify new words. However, indiscriminately combining all successive single characters may degrade the performance of a segmentation algorithm since some characters such as 的 occur as words on their own much more frequently than as part of a word of two or more characters. To decide whether or not a single character should be combined with its neighboring single characters, we need a measure to estimate how likely a character occurs as a word on its own and how likely it occurs as part of a word. We will use in-word probability of a character as the measure. The in-word probability of a character is the probability that the character occurs in a word of two or more characters. The probability that a character occurs as a word on its own is just one minus its in-word probability since these two events are complementary to each other. The in-word probability of a character can be estimated from the training data as follows:
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where N(C ) is the number of times that character C occurs in the training data either as a word on its own or as part of a word, and 
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 is the number of times that character C is in a word of two or more characters. For example, in the PK training corpus, the character 了 occurs as a word on its own 11,559 times but in a word 875 times, so its in-word probability can be estimated as 875/(875+11559) = 0.07.

    After a sentence is segmented using the baseline algorithm, the successive single characters are combined into a word if the in-word probabilities of all the single characters are over a threshold that is empirically determined from the training data.  For both the PK training data and the AS training data, we divided the training data into two parts, two thirds for training, and the remaining one third for system development. We found that setting the threshold of the in-word probability to 0.85 or around works best on the development data. After the initial segmentation of a sentence, the consecutive single-characters are combined into one word if their in-word probabilities are over the threshold of 0.85. For example, the text fragment 人人身着迷彩服 in a PK testing sentence contains a new word 迷彩服which is not in the PK training data. After the initial segmentation, the text is segmented into 人人/身着/迷/彩/服/, which is subsequently changed into 人人/身着/迷彩服 after combining the three consecutive single characters. The in-word probabilities for the three characters 迷, 彩, and 服 are 0.94, 0.98, and 0.99, respectively.

   When a character never occurs in the training data, it is most likely that that character is part of a word rather than occurs as a word on its own, so it should be combined with one of its neighboring words.

2.3 Combining Suffixes

A small number of characters, such as 者, 性 and 化, frequently occur as the last character in words. We selected 145 such characters from the PK training corpus, and 113 from the AS training corpus. After combining single characters whose in-word probabilities are over the pre-defined threshold, we combine a suffix character with the word preceding it if the preceding word is at least two characters long.

2.4 Consistency check

It is unlikely that a whole testing sentence will be found in the training data. However, it is much more likely that a fragment of a testing sentence may be found in the training data. A text fragment may have different segmentations in different contexts. For example, the text 等同 should be treated as one word in the context 停车费不能等同于保管费 since the text 等同 means “the same as”, but should be segmented into 等/同 in the context 罗干等同首都各界人士欢聚一堂 since the text 等同 in the latter context are really two words, the first word “等” meaning “and others” and the second word “同” meaning “with”. We speculate that most text fragments, particularly the long ones, may have only one correct segmentation. Thus it should be segmented in the same way in both the training and the testing data. For example, the text fragment “香港维多利亚海港 (Hong Kong Victoria Harbour)” is unlikely to have different segmentations in different contexts. A segmented sentence, after combining single characters and suffixes, is checked against the training data to make sure that a text fragment in a testing sentence is segmented in the same way as in the training data if it also occurs in the training data. From the PK training corpus, we created a phrase segmentation table consisting of word quad-grams, trigrams, bigrams, and unigrams, together with their segmentations and frequencies. A phrase is loosely used to refer to a sequence of words in a segmented sentence. In our experiments, the phrase table created from the AS corpus does not include word quad-grams to reduce the phrase table size. The phrases extracted from the training text 明天/就/是/元旦 are presented in Table 1.

	Text fragment
	Frequency
	Segmentation

	明天就是元旦
	1
	明天/就/是/元旦

	明天就是
	1
	明天/就/是

	就是元旦
	1
	就/是/元旦

	明天就
	1
	明天/就

	就是
	1
	就/是

	是元旦
	1
	是/元旦

	明天
	1
	明天

	元旦
	1
	元旦


Table 1. Phrase segmentations generated from the sample text fragment 明天就是元旦.

Single-character words such as 就 and 是 (is) are not included in the phrase table. After a new sentence is processed through the first three steps, we look up every word quad-gram of the segmented sentence in the phrase segmentation table. When a word quad-gram is found in the phrase segmentation table with a different segmentation, we replace the segmentation of the word quad-gram in the segmented sentence by its segmentation found in the phrase table. This process is repeated to word trigrams, word bigrams, and word unigrams. The idea is that if a text fragment in a new sentence is found in the training data, it probably should be segmented in the same way as in the training data, particularly when the text fragment has three or more characters. As an example, in the PK testing data, the sentence 明天就是农历羊年的大年初一 is segmented into 明天/就是/农历/羊/年/的/大年初一/ after the first three steps (the two characters 羊 and 年 are not, but should be, combined because the in-word probability of character 羊, which is 0.71, is below the pre-defined threshold of 0.85). The word bigram 明天就是 is found in the phrase segmentation table with a different segmentation, 明天/就/是. So the segmentation 明天/就是 is changed to the segmentation 明天/就/是 in the final segmented sentence.

    In essence, when a text fragment has two or more segmentations, its surrounding context, which can be the preceding word, the following word, or both, is utilized to choose the most appropriate segmentation. When a text fragment in a testing sentence never occurred in the same context in the training data, the most frequent segmentation found in the training data is chosen. Consider again the text 就是 in the testing data, “，就是事先” is segmented into “，/就是/事先” by our baseline algorithm. In this case, 就是 never occurred in the context of  “，就是事先”, “，就是” or “就是事先”. The consistency check step changes “，/就是/事先” into “，/就/是/事先” since 就是 is segmented into 就/是 515 times, but is treated as one word 就是 105 times in the training data.

3. New Word Extraction

The recognition of new words and the resolution of segmentation ambiguities are two important issues in Chinese word segmentation. The coverage of the segmentation dictionary is critical to the performance of any segmentation method, such as the unigram segmentation algorithm, that uses a segmentation dictionary and has no built-in capability of identifying new words. Since the baseline unigram segmentation algorithm presented in section 2.1 completely lacks the capability to discover new words, it is essential to augment the algorithm with new word identification capability. We developed a few procedures to identify new words that are numeric expressions, personal names, and place names.  Only the personal names and place names that occur in a few specialized contexts are considered. These procedures are rather primitive and specific.

3.1 Numeric Expressions

Our first procedure is designed to recognize numbers, dates, percent, time, English words, etc. We defined a set of characters consisting of such characters as the digits 0 to 9 (in both ASCII and GB), the letters a to z, A to Z (in both ASCII and GB), 零/一/二/三/四/五/六/七/八/九/十/百/千/万/亿/兆/点/./分/之/第/年/％, and the like. The whole set has 271 characters. Any consecutive sequence of the characters that are in this pre-defined set of characters is extracted and post-processed. A set of rules is implemented in the post-processor. One such rule specifies that if an extracted text fragment ends with the character 年 (year) and contains any character in 十百千万亿兆第, remove the ending character 年 and keep the remaining fragment as a word. For example, our recognizer will extract the text fragment 四百八十年 (four hundred and eighty years) and 第九年 (the 9th year) since all the characters are in the pre-defined set of characters. The post-processor will subsequently strip off the trailing character 年 (year), and return 四百八十 (four hundred and eighty) and 第九 (the 9th) as words.

3.2 Personal Names

Our simple approach to personal names recognition is to first identify the contexts in which personal names may occur, and then extract personal names occurring in these contexts. The context may include the word immediately preceding a personal name and the word immediately following a personal name. From the training data, we developed a list of words that may follow immediately after personal names, and a list of words that may immediately precede personal names. The procedures are designed to identify only the personal names occurring in a few specialized contexts.

    One of our specialized procedures is designed to extract personal names preceding an ethnic minority name (e.g. （高山族）(an ethnic minority group)) or a gender name (e.g. （女）(female)). Another procedure is designed to detect and extract personal names separated by the Chinese punctuation “、”, such as personal names in the text 这些作品是吕厚民、侯波、吕相友、. The third procedure is designed to extract personal names (Chinese or foreign) following title or profession names, such as the personal name 刘诗昆 in the text 著名钢琴家刘诗昆. The last procedure is designed to extract Chinese personal names based on the preceding word and the following word. For example, the text 孙晓明 in 工作的孙晓明说  is most likely a personal name (in this case, it is) since 孙 is a Chinese family name, the string is three-character long (a typical Chinese personal name is either three or two-characters long). Furthermore, the preceding word 的 and the following word 说 are highly unlikely to appear in a Chinese personal name. 

    In the texts, sometimes a personal name is followed by the words like （蒙古族） to indicate the person's ethnic affiliation and/or gender. We extracted a list of the names of the Chinese ethnic minority groups from the training data, and a list of words that immediately precede personal names found in the training data. We refer to the list of words that immediately precede personal names as the before-words, and the list of words that immediately follow personal names as the after-words. To extract personal names with ethic minority name or gender name followed, we first search for an ethnic minority name. If one is found, we look backward for any word that is in the before-words list. We extract the text between a before-word and an after-word as a personal name. To extract the personal names separated by the punctuation mark 、 (i.e., duanhao in Chinese pinyin), we identify the testing sentences with at least three occurrences of the punctuation mark and in which the majority of the characters following the punctuation mark are Chinese family names. Then we extract the words between the punctuation mark 、 as personal names. We developed a list of some 700 words indicating one's title or profession that precede personal names. From the training data, we developed a list of words that may occur after a personal name. Essentially it is the training vocabulary with personal names removed. To extract a personal name following a title or profession name, we first search for a title or profession name in a sentence. If one is found, we scan the texts forward to search for a word that appears in the after-words list. The text between the title or profession name and the after-word is extracted as a personal name. The last specialized program extracts personal names by looking for a Chinese family name and then look for a word that occurs in the after-words list. The text between the family name (inclusive) and the after-word is extracted. These four specialized programs are designed to extract personal names in the specific contexts. Personal names occurring in other contexts will be missed by these procedures.

    For the personal names extracted from the PK testing data, if the name is two or three-characters long, and if the first character or two is a Chinese family name, then the family name is separated from the given name. In some cases, we find it difficult to decide whether or not the first character should be removed from a personal name. Consider the transliterated foreign personal name 叶利钦 (Boris Yeltsin) which looks like a Chinese personal name since the first character is a Chinese family name, and the name is three-character long. If it is a transliterated foreign name (in this case, it is), then the name should not be split into family name and given name according to the word segmentation guideline upon which the PK training corpus was created. But if it is a Chinese personal name, then the family name 叶 should be separated from the given name. In the case where a personal name is both a Chinese personal name and a transliterated foreign personal name, one has to disambiguate the personal name before deciding whether or not the family name should be separated from the first name, a task that we believe is beyond word segmentation.

    The family names are not separated from the given names for the personal names extracted from the AS testing data, since the word segmentation guideline used to produce the AS corpus does not require that the family name be separated from the given name. 

3.3 Place Names

For place names, we developed a very simple program to extract names of cities, counties, towns, villages, streets, etc, by extracting the strings of up to three characters appearing between two place name designators such as 省 (province), 市 (city), 县 (county), 镇 (town), and the like. For example, from the text 江西临川市洋洲镇洋洲村, our program will extract 洋洲镇 and 洋洲村 as words.

4. Results

In this section, we present our official and unofficial word segmentation results using the PK corpus and the AS corpus.

	
	Steps
	Dictionary
	Recall
	Precision
	F-score
	R_oov
	R_in

	1
	1
	pkd1
	0.919
	0.838
	0.877
	0.050
	0.984

	2
	1
	pkd2
	0.940
	0.892
	0.915
	0.347
	0.984

	3
	1
	pkd3
	0.949
	0.920
	0.934
	0.507
	0.982

	4
	1-2
	pkd3
	0.950
	0.935
	0.942
	0.610
	0.975

	5
	1-3
	pkd3
	0.951
	0.940
	0.945
	0.655
	0.972

	6
	1-4
	pkd3
	0.955
	0.938
	0.946
	0.647
	0.977


Table 2: Results for the closed track using the PK corpus.

The last row (in boldface) in Table 2 gives our official results for the PK closed track. Other rows in the table present the results in different experimental conditions. The column labeled Steps refers to the executed steps of our Chinese word segmentation algorithm. Step 1 segments a text using the baseline segmentation algorithm; step 2 combines successive single characters whose in-word probabilities are over a pre-defined threshold; step 3 attaches suffixes to the preceding words; and step 4 performs consistency checks.  The four steps are described in detail in Section 2. The column labeled “Dictionary” gives the dictionary used in each experiment. The dictionary named pkd1 consists of only the words from the PK training corpus, the dictionary named pkd2 consists of the words in pkd1 and the words converted from pkd1 by changing the GB encoding to ASCII encoding for the digits, the English letters and punctuation marks. The dictionary named pkd3 consists of the words in pkd2 and the new words automatically extracted from the PK testing texts using the new word extraction procedures described in Section 3. The columns labeled “Recall”, “Precision” and “F-Score” give the recall, precision, and balanced F-score, respectively. The columns labeled “R_oov” and “R_iv” show the recall on out-of-vocabulary words and the recall on in-vocabulary words, respectively. All evaluation scores reported in this article are computed using the score program written by Richard Sproat. We refer readers to (Sproat and Emerson, 2003) for details on the evaluation measures. For example, row 4 in Table 2 gives the results using pkd3 dictionary when a sentence is segmented using the baseline algorithm, and the single characters in the initial segmentation are subsequently combined, but suffixes are not attached and the consistency check is not performed.

    The consistency check step made 113 changes to produce the final results for the PK testing data. Examples of the changes made in the last step are presented in Table 3.

	
	From
	To

	1
	互致/新春/的
	互/致/新春/的

	2
	几/年前/，   
	几/年/前/，

	3
	香港/维多利亚海/港
	香港/维多利亚/海港

	4
	与/往年/不同
	与/往年/不/同

	5
	旅法/华侨/华人
	旅/法/华侨/华人

	6
	老/人们
	老人/们 


Table 3:  Examples of changes made in the consistency check process.

In written Chinese texts in GB encoding, the digits (i.e., 0-9), English letters (i.e., a-z), and punctuation marks may be encoded in ASCII or GB. In the PK training corpus, almost all characters are encoded in GB, including the digits, English letters and punctuation marks. In our experiments, we converted all the words in the PK training data that contain at least one of the digits, or English letters or punctuation marks into ASCII while retaining the original words. For example, the word “１２月” (December, “１２” in GB encoding) was converted to “12月” (December, “12” in ASCII encoding), so the augmented dictionary contains both “１２月” and “12月”. An alternative approach is to convert all characters in the training data encoded in ASCII into GB. Before a new line of text is segmented, the ASCII characters in the new texts are also converted into GB, and after the segmentation the characters are changed back to their original encoding.

    Some of the transliterated foreign names have multiple parts. A transliterated personal name may contain a given name, a middle name, and a family name. In this case, we split the transliterated names in the training corpus into components and retained the components as words in the expanded dictionary used to segment the testing data. For example, the transliterated foreign personal name 芭芭拉·卡斯蒂约·哥斯达 (Barbara Castillo Cuesta) in the PK training corpus was split into 芭芭拉 (Barbara), 卡斯蒂约 (Castillo) and 哥斯达 (Cuesta) so that the augmented dictionary contains the original full name and its components. Typically when a person is introduced in a news article, the full name is used. Later in the same article, the person may be referred to by the full name, but also by the given name or the family name.

	
	Steps
	Dictionary
	Recall
	Precision
	F-Score
	R_oov
	R_in

	1
	1
	asd1
	0.950
	0.936
	0.943
	0.000
	0.970

	2
	1
	asd2
	0.950
	0.943
	0.947
	0.132
	0.968

	3
	1-2
	asd2
	0.951
	0.952
	0.951
	0.337
	0.964

	4
	1-3
	asd2
	0.949
	0.952
	0.951
	0.372
	0.961

	5
	1-4
	asd2
	0.966
	0.956
	0.961
	0.364
	0.980


Table 4. Results for the closed track using the AS corpus.

The last row in Table 4 presents our official results for the closed track using the AS corpus. The asd1 dictionary contains only the words from the AS training corpus, while the asd2 consists of the words in asd1 and the new words automatically extracted from the AS testing texts using the new words extraction procedures described in Section 3. The results show that new words extraction and joining single characters contributed the most to the increase in precision, while the consistency check contributed the most to the increase in recall.

	Corpus
	Dictionary
	Recall
	Precision
	F-Score
	R_oov
	R_in

	AS
	asd1
	0.917
	0.912
	0.915
	0.000
	0.938

	PK
	pkd1
	0.909
	0.829
	0.867
	0.050
	0.972


Table 5. Performances of the maximum matching (forward) algorithm  using only the words from the training data.

    For comparison to our baseline segmentation algorithm, Table 5 gives the results of the maximum matching using only the words in the training data. While the difference between the F-scores of the maximum matching and our baseline algorithm is small for the PK corpus, the F-score difference for the AS corpus is much larger. Our baseline algorithm performed substantially better than the maximum matching for the AS corpus. The performances of our baseline algorithm on the testing data using the words from the training data are presented in row 1 in Table 2 for the PK corpus, and row 1 in Table 4 for the AS corpus.

5. Failure Analysis and Discussion

Our final segmented texts of the PK testing data differ from the PK reference texts for 580 text fragments (427 unique). Table 6 presents 31 randomly selected text fragments whose automatic segmentations are different from the reference segmentations. Column 1 in Table 6 presents the number of times that a text fragment in the PK testing data has a different segmentation from the reference segmentation. Column 2 gives the text fragments. Column 3 presents the automatic segmentations of the text fragments produced by our segmentation system, and column 4 shows the reference segmentations of the text fragments. For example, the text “住房梦” is segmented twice by our system into 住房/梦 (house/dream), but the segmentation of this text fragment is 住房梦 in the PK reference texts.

	Frequency
	Text fragment
	Automatic

segmentation
	Reference 

segmentation

	1
	小声
	小/声
	小声

	1
	齐哈日格图
	齐/哈日格/图
	齐哈日格图

	1
	南三巷
	南/三/巷
	南三巷

	11
	姆拉迪奇
	姆/拉迪/奇
	姆拉迪奇

	1
	明器馆
	明/器/馆
	明器馆

	1
	尚未
	尚未
	尚/未

	1
	如果说
	如果/说
	如果说

	4
	上图
	上/ 图
	上图

	1
	五彩纷呈
	五彩/纷呈
	五彩纷呈

	1
	玩具厂
	玩具厂
	玩具/厂

	1
	特色餐
	特色/餐
	特色餐

	3
	乌铁局
	乌/铁局
	乌铁局

	2
	雪浴场
	雪/浴场
	雪浴场

	1
	因此
	因/此
	因此

	1
	只是
	只是
	只/是

	1
	财神爷
	财神/爷
	财神爷

	1
	查培新
	查培新
	查/培新

	1
	不好
	不好
	不/好

	1
	大年初五
	大/年初/五
	大年初五

	1
	大酒店
	大/酒店
	大酒店

	4
	二〇〇三年
	二/〇/〇 三 年
	二〇〇三年

	1
	滚翻
	滚/翻
	滚翻

	1
	哈韦尔联署
	哈韦尔联署
	哈韦尔/联署

	1
	黑漆漆
	黑/漆/漆
	黑漆漆

	1
	滑倒
	滑/倒
	滑倒

	2
	极大
	极大
	极/大

	1
	极端分子
	极端/分子
	极端分子

	1
	可好
	可/好
	可好

	1
	走入
	走/入
	走入

	2
	住房梦
	住房/梦
	住房梦

	1
	装机容量
	装机容量
	装机/容量


Table 6: Examples of text fragments whose automatic segmentations are different from the PK reference segmentations.

Out of the 580 text fragments that are segmented differently by our system from the PK reference segmentations, 359 text fragments (62%) are new words in the PK testing data. Most of the segmentation errors made by our system can be attributed to its failure of recognizing new words in the testing data. For example, the transliterated personal name 巴拉迪 (Baradei), which is a new word, is incorrectly segmented into 巴/拉迪 by our system. Another example is the new word  “时好时坏 (sometimes good and sometimes bad)” which is treated as one word in the testing data, but is segmented into 时/好/时/坏 by our system. In both cases, the new words are not recognized by our new words extraction procedures. Some of the longer text fragments that are incorrectly segmented may also involve new words, so at least 62%, but under 80%, of the incorrectly segmented text fragments are either new words or involve new words.

    Our new word extraction procedures are rather primitive and limited. As Tables 2 and 4 show, only 36.4% of the new words in the AS testing data are correctly segmented and 64.7% of the new words in the PK testing data are correctly segmented. While the figure for the PK corpus seems to be good, it is mainly because that almost all the digits, English letters, and punctuation marks in the PK training corpus are encoded in GB, while they are encoded in ASCII in the PK testing data. It is much easier to recognize numeric expressions and punctuation marks than new Chinese words. In the AS corpus, these characters are much more consistently encoded in the AS training data and the AS testing data. 

    Some of the new words can be derived morphologically based on a set of patterns or rules. For example, 老老少少 (the senior and the young) is derived from 老少 by duplicating each of the two characters. See (Wu, 2003) for more discussions on segmentation of morphologically derived words. Another category of new words that are not extracted and thus subsequently incorrectly segmented is idiomatic expressions like 狂轰滥炸, 三羊开泰 and 与时俱进. Unlike such new words as proper nouns, idiomatic expressions are much more stable, thus it is not difficult to augment a dictionary with most or all of the idiomatic expressions.

    Some of the segmentation errors made by our system can be attributed to the segmentation inconsistencies within the training data, within the testing data, and between training and testing data. It may be impossible to completely eliminate inconsistencies in Chinese word segmentations given that not everyone agrees with what constitutes a Chinese word or segmentation unit. Furthermore, when a corpus is created by a group of people, it is almost inevitable that inconsistencies will be introduced in the creation of a segmented corpus.  Two people may segment the same text differently. Even the same individual may segment the same text differently at different times. There is no doubt that word segmentation guidelines help achieve better consistencies in word segmentations, however, no matter how detailed a word segmentation guideline is, it is almost impossible to cover all the ways in which new words can be formed. We will look at the problem of segmentation inconsistencies within the training data, within the testing data, and between training data and testing data. We will also look at the impact of the problem of segmentation inconsistencies on a system’s performance. We will report our findings on the PK corpus though the same kinds of inconsistencies also occur in the AS corpus. 

    We wrote a program that takes as input a segmented corpus and prints out the shortest text fragments in the corpus that have two or more segmentations. For each text fragment, the program also prints out how the text fragment is segmented, and how many times it is segmented in a particular way. We ran the program on the PK training data and found 1,500 unique shortest text fragments in the PK training data that have two or more segmentations. Table 7 presents 40 randomly selected text fragments from the unique 1,500 text fragments that have two or more segmentations in the PK training corpus. Columns 3 and 5 present the different segmentations of a text fragment shown in column 2.  Columns 4 and 6 give the number of times a text fragment is segmented into the texts presented in column 3 and column 5, respectively.  For instance, the text fragment  “黑土地上 (on the black soil)” is segmented into 黑土/地上 (black soil/ground) once, but treated as one word the other two times in the PK training corpus. While some of the text fragments, such as 十分 (“10 points” or “very”), 等同 (“the same as” or “and others/with”) and 才能 (“only can” or “talent”), truly have two different segmentations, depending on the contexts in which they occur or their meanings, others may be segmented inconsistently.  For example, the text fragment “开绿灯 (render convenience)” is inconsistently segmented into “开/绿灯 (open/green light)”, but treated as one word twice in the PK training corpus. Most of the text fragments having two segmentations in the PK training data may actually be correct. To find out whether each instance is correct, one needs to examine the context in which it occurs.

	
	Fragment
	Segmentation 1
	Frequency
	Segmentation 2
	Frequency

	1
	黑土地上
	黑土/地上
	1
	黑土地上
	2

	2
	差一点
	差/一点
	1
	差一点
	1

	3
	乘机
	乘机
	4
	乘/机
	5

	4
	的话
	的/话
	63
	的话
	17

	5
	电路
	电路
	2
	电/路
	1

	6
	飞架
	飞/架
	2
	飞架
	1

	7
	多门
	多门
	1
	多/门
	1

	8
	分期
	分/期
	1
	分期
	7

	9
	及其
	及其
	108
	及/其
	2

	10
	家当
	家/当
	1
	家当
	3

	11
	加注
	加注
	1
	加/注
	1

	12
	连年
	连/年
	1
	连年
	32

	13
	两极
	两/极
	1
	两极
	14

	14
	卷起
	卷/起
	3
	卷起
	1

	15
	雷达
	雷/达
	1
	雷达
	13

	16
	跨国
	跨国
	14
	跨/国
	2

	17
	流过
	流/过
	1
	流过
	3

	18
	买断
	买/断
	3
	买断
	3

	19
	面上
	面/上
	1
	面上
	2

	20
	省区
	省区
	12
	省/区
	11

	21
	十分
	十/分
	2
	十分
	306

	22
	实属
	实/属
	2
	实属
	3

	23
	上好
	上好
	1
	上/好
	4

	24
	三高
	三/高
	1
	三高
	2

	25
	投中
	投/中
	1
	投中
	3

	26
	特制
	特/制
	2
	特制
	5

	27
	脱困
	脱/困
	1
	脱困
	6

	28
	外省
	外/省
	1
	外省
	4

	29
	望月
	望月
	1
	望/月
	1

	30
	乡情
	乡/情
	5
	乡情
	1

	31
	一番
	一/番
	6
	一番
	40

	32
	想见
	想/见
	1
	想见
	1

	33
	映入
	映/入
	2
	映入
	1

	34
	有的
	有/的
	7
	有的
	305

	35
	有味
	有/味
	2
	有味
	1

	36
	支队
	支/队
	1
	支队
	66

	37
	异步
	异步
	1
	异/步
	1

	38
	重压
	重压
	3
	重/压
	4

	39
	同一个
	同一个
	1
	同/一个
	4

	40
	开绿灯
	开/绿灯
	1
	开绿灯
	2


Table 7: Randomly selected text fragments having two segmentations in the PK training corpus.

Among the 1,500 text fragments having two or more segmentations, there is only one text fragment that has three segmentations. And it is the text 一家人 (“the whole family” or “one family”), which is treated as one word four times, segmented into “一/家/人” three times, and into “一家/人” also four times in the PK training corpus.  It appears to us that some instances of the text “一家人” are not consistently segmented as the following sentences found in the PK training data would suggest.

1. 玉荣/虽然/自己/过日子/节俭/，/从不/买/贵重/衣物/，/但/一家人/待客/热情/大方/。

2. 他们/惊讶/地/发现/， /山区/一家/人/坐/在/一/张/桌子/上/吃饭/时/，/ 都/要/请/老人/先/动/筷子/。

3. 春节/前/，/当/江西省/民政厅/慰问组/来到/新村/李/财源/宽敞明亮/的/新居/并/送/上/年货/时/，/一/家/人/噙/着/泪花/激动/地/说/：/“/党/和/政府/好/哇/！/”

    Since the testing texts are much smaller than the training texts for both PK and AS closed tracks, the texts that are inconsistently segmented may not have any significant impact on the final performance of a segmentation system when they are not present in the testing data. However, what can have significant impact on the final performance of a segmentation system are the inconsistencies within the testing data and the inconsistencies between the training and testing data. In the PK testing data, we found 21 unique shortest text fragments, which occur 87 times in total, that have two different segmentations as shown in Table 8. The two different segmentations of a text fragment are presented in column 3 and column 5, and their frequencies in column 4 and column 6. For example, the text  “ 除夕夜 (the night of the Eve)” is segmented into “除夕/夜 (Eve/night)” once, but treated as one word three times in the PK testing data. Again not every text fragment presented in Table 8 is segmented inconsistently. Some of the text fragments such as  “黄金周 (golden week)”, “除夕夜” and “装机容量” seems to be segmented inconsistently.

	
	Text
	Segmentation 1
	Frequency
	Segmentation 2
	Frequency

	1
	除夕夜
	除夕/夜
	1
	除夕夜
	3

	2
	不断
	不/断
	2
	不断
	3

	3
	不少
	不/少
	1
	不少
	2

	4
	不同
	不/同
	2
	不同
	7

	5
	等同
	等/同
	3
	等同
	1

	6
	大地
	大/地
	2
	大地
	1

	7
	大红
	大/红
	1
	大红
	2

	8
	大批
	大/批
	1
	大批
	1

	9
	多年
	多/年
	1
	多年
	1

	10
	还是
	还/是
	1
	还是
	1

	11
	极大
	极/大
	2
	极大
	2

	12
	个人
	个/人
	1
	个人
	4

	13
	很快
	很/快
	1
	很快
	1

	14
	装机容量
	装机/容量
	1
	装机容量
	2

	15
	没有
	没/有
	1
	没有
	11

	16
	西站
	西/站
	5
	西站
	3

	17
	夜间
	夜/间
	1
	夜间
	1

	18
	一点
	一/点
	1
	一点
	2

	19
	一样
	一/样
	1
	一样
	2

	20
	正在
	正/在
	2
	正在
	4

	21
	黄金周
	黄金/周
	1
	黄金周
	1


Table 8: Text fragments having two segmentations in the PK testing data.

A couple of text fragments in the PK testing data seem to be incorrectly segmented. The text “塞尔维亚族人 (Serbian)” in the testing data is segmented into “塞尔维亚/族人”, and the text “共庆春节 (Celebrating Spring Festival together)” segmented into “共/庆春节”. In the PK reference data, we found this text fragment “看着/拎/着/大/包/小包/走向/站台/的/乘客”. It seems that both "大包 (large parcel)" and "小包 (small parcel)" should be treated in the same way. Both of them should be either separated into two single-character words or treated as one word. The text “看着 (watching)” and “拎着 (carrying)” probably should also be treated in the same way.  Similar cases found in the PK reference data include: 1) the text “廉租房 (cheap rental house/apartment)” is treated as one word, while the text “廉租新房 (cheap rental new house/apartment)” is segmented into “廉/租/新房”; 2)  “户户/通/上/了/电/，/看上/了/有线电视/，/喝/上/了/自来水” where “看上 (can watch)” is one word while both “通上 (have)” and “喝上 (can drink)” are treated as two words; 3) “上海/铁路局/上海站/、/厦门/站/、/福州/站” where “上海站 (Shanghai station)” is one word while both “厦门站 (Xiamen station)” and “福州站 (Fuzhou station)” are treated as two words; 4) “雪地/“/三/对/三/”/篮球/赛/、/雪/野/接力赛/、/高山/滑雪/赛/、/雪地/足球赛/等” where “足球赛 (soccer game)” is one word, but “篮球赛 (basketball game)” is segmented into two words; and 5) “劳动部长/德卡斯蒂略/、/住房/部长/伊鲁雷塔” where “劳动部长 (labor secretary)” is one word, but “住房部长 (housing secretary)” is segmented into two words.

    Segmentation inconsistencies not only exist within the training data and within the testing data, but also between the training and testing data. We found 98 unique shortest text fragments that are segmented differently in the PK training data and in the PK testing data. The text fragments having different segmentations in the PK training and testing data are presented in Table 9 in the Appendix.  Column 3 gives the segmentation of a text fragment in the PK training data, and the number of times that it is segmented that way is presented in column 4. Column 5 gives the segmentation of a text fragment in the PK testing data, and the number of times that it is segmented that way is presented in column 6. For example, the text fragment 极大地 (greatly, or enormously) occurs 35 times in the PK training data and is consistently segmented into "极大/地 in the training data, but the same text fragment, occurring twice in the testing data, is segmented into 极/大/地 in both cases.  As another example, the text 除夕夜, occurring 16 times in the training data and 4 times in the training data, is treated as one word in all 16 cases in the PK training data, but is treated as one word in three cases and segmented into 除夕/夜 in one case in the PK testing data. Most of the text fragments presented in Table 9 in the Appendix appear to be segmented inconsistently, while some of them, such as 生活会, 成新, 大部, 黑山 and 家能, truly have different segmentations in different contexts or have different meanings when they are treated as one word. We noticed that while the texts 上图 (the picture above), 中图 (the middle picture), and 下图 (the picture below) are consistently segmented into 上/图, 中/图, and 下/图, respectively, in the PK training data, they are also consistently treated as one word in the PK testing data.  However, the segmentations in the training data and those in the testing data of the same texts do not agree with each other. To decide if an instance is inconsistently segmented, one needs to examine the context in which a text fragment occurs and the meaning of the text fragment. Based on our best judgments, out of the 98 unique text fragments presented in Table 9 in the Appendix, 88 text fragments are inconsistently segmented between the PK training data and the PK testing data.

    As noted earlier, there are 580 text fragments whose automatic segmentations produced by our system differ from the PK reference segmentations, 128 text fragments (93 unique) are among the 184 (98 unique) text fragments that have different segmentations in the PK training data and in the PK testing data.  Based on our best judgment, 117 (83 unique) out of the 128 text fragments are inconsistently segmented between the training data and the testing data. This implies that 20.17% of the mistakes committed by our system are related to or may even be attributed to, the segmentation inconsistencies alone between the PK training data and the PK testing data.  Besides the 117 text fragments, we found 2 text fragments that are incorrectly segmented in the PK reference data and 5 text fragments that are inconsistently segmented within the PK reference data. When the inconsistencies and the errors in the PK reference data are taken into account together, about 21.4% of the mistakes made by our system are related to the segmentation inconsistencies or errors in the PK reference data.

    We found 11,136 unique shortest text fragments that have two or more segmentations in the AS training data, 21 unique shortest text fragments that have two or more segmentations in the AS testing data, and 38 unique shortest text fragments that have different segmentations in the AS training data and in the AS testing data. Since there are only 38 unique shortest text fragments found in the AS corpus that are segmented differently in the training data and the testing data, the inconsistency problem probably had less impact on our AS results. 

    While the unigram segmentation algorithm is simple and efficient, and works well in resolving ambiguous segmentation cases, it has virtually no built-in capability of automatically discovering new words like the segmentation system built upon the maximum entropy model (Xue, 2003). It is crucial to have a new word recognizer that is effective if the unigram segmentation algorithm is used.

9. Conclusions

We have presented our word segmentation system and the results for the closed track using the AS corpus and the PK corpus at the first international Chinese word segmentation bakeoff. The new word extraction, combining single characters, and checking consistencies contributed the most to the increase in precision and recall over the performance of the baseline segmentation algorithm, which works better than maximum matching. For the closed track experiments using the PK corpus, we found that 62% of the text fragments that are incorrectly segmented by our system are actually new words, which clearly shows that to further improve the performance of our system, a better new words recognition algorithm is necessary. Our failure analysis also indicates that up to 21.4% of the mistakes made by our system for the PK closed track are related to the segmentation inconsistencies, especially between the training data and the testing data, and the errors in the testing data.
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Appendix

	
	Text

fragment
	Segmentation 

in training data
	Frequency
	Segmentation 

in testing data
	Frequency

	1
	没想到
	没/想到  
	13
	没想到
	1

	2
	交通部门
	交通/部门
	1
	交通部门
	1

	3
	生活会
	生活会
	4
	生活/会
	1

	4
	大酒店
	大酒店
	11
	大/酒店
	1

	5
	大世界
	大/世界
	7
	大世界
	2

	6
	综合厂
	综合厂
	1
	综合/厂
	1

	7
	如果说
	如果/说
	34
	如果说
	1

	8
	外资金
	外/资金
	1
	外资金
	1

	9
	总领馆
	总领馆
	2
	总/领馆
	1

	10
	报春
	报春
	1
	报/春
	1

	11
	老同志
	老/同志
	50
	老同志
	1

	12
	办厂       
	办/厂
	1
	办厂       
	1

	13
	成新
	成/新
	2
	成新
	1

	14
	冰上
	冰/上
	2
	冰上
	1

	15
	翻看
	翻/看
	4
	翻看
	1

	16
	节节高
	节节/高
	1
	节节高
	1

	17
	大部
	大部
	75
	大/部
	1

	18
	带回
	带/回
	12
	带回
	1

	19
	代为
	代/为
	3
	代为
	1

	20
	生产总值
	生产总值
	66
	生产/总值
	1

	21
	共商
	共/商
	3
	共商
	1

	22
	黑山
	黑/山
	1
	黑山
	2

	23
	换上
	换/上
	6
	换上
	1

	24
	惊呆
	惊/呆
	1
	惊呆
	1

	25
	家能
	家能
	1
	家/能
	1

	26
	较大
	较/大
	116
	较大
	1

	27
	看着
	看/着
	21
	看着
	3

	28
	见到
	见/到
	64
	见到
	1

	29
	老王
	老/王
	1
	老王
	1

	30
	率兵
	率/兵
	1
	率兵
	1

	31
	领到
	领/到
	13
	领到
	1

	32
	留在
	留/在
	14
	留在
	1

	33
	前南
	前/南
	2
	前南
	8

	34
	年老
	年老
	3
	年/老
	1

	35
	全城
	全/城
	1
	全城
	3

	36
	一夜间
	一夜间
	2
	一/夜/间
	1

	37
	年味
	年/味
	7
	年味
	2

	38
	全天
	全/天
	6
	全天
	2

	39
	强身
	强身
	1
	强/身
	1

	40
	热络
	热络
	1
	热/络
	1

	41
	驶过
	驶/过
	1
	驶过
	1

	42
	双腿
	双/腿
	2
	双腿
	1

	43
	双眼
	双/眼
	2
	双眼
	1

	44
	上图
	上/图
	3
	上图
	4

	45
	中图
	中/图
	1
	中图
	1

	46
	下图
	下/图
	6
	下图
	2

	47
	尚未
	尚未
	61
	尚/未
	1

	48
	踏上
	踏/上
	17
	踏上
	1

	49
	四洲
	四洲
	1
	四/洲
	1

	50
	守岛
	守/岛
	1
	守岛
	1

	51
	设在
	设/在
	17
	设在
	1

	52
	身上
	身上
	60
	身/上
	1

	53
	送往
	送/往
	22
	送往
	2

	54
	吐翠
	吐/翠
	1
	吐翠
	1

	55
	岁岁
	岁/岁
	1
	岁岁
	2

	56
	小包
	小/包
	2
	小包
	4

	57
	喜迁
	喜/迁
	2
	喜迁
	1

	58
	肖扬
	肖/扬
	1
	肖扬
	1

	59
	问明
	问/明
	1
	问明
	1

	60
	下雪
	下雪
	4
	下/雪
	1

	61
	跳进
	跳/进
	2
	跳进
	1

	62
	雪洗
	雪洗
	1
	雪/洗
	1

	63
	雪野
	雪野
	1
	雪/野
	5

	64
	一度
	一度
	45
	一/度
	1

	65
	一方
	一/方
	27
	一方
	1

	66
	院团
	院/团
	2
	院团
	2

	67
	有着
	有着
	103
	有/着
	1

	68
	在易
	在易
	1
	在/易
	1

	69
	这栋
	这/栋
	1
	这栋
	1

	70
	走入
	走/入
	5
	走入
	1

	71
	最新
	最新
	67
	最/新
	4

	72
	尽管如此
	尽管如此
	3
	尽管/如此
	1

	73
	极端分子
	极端/分子
	4
	极端分子
	1

	74
	回老家
	回/老家
	2
	回老家
	1

	75
	工商部门
	工商/部门
	9
	工商部门
	1

	76
	去年底
	去年底
	33
	去年/底
	1

	77
	迎春花市
	迎春/花市
	1
	迎春花市
	1

	78
	蚌埠市
	蚌埠市
	1
	蚌埠/市
	1

	79
	羽毛球队
	羽毛球队
	1
	羽毛/球队
	1

	80
	全过程
	全/过程
	16
	全过程
	1

	81
	不一会儿
	不一会儿
	4
	不/一会儿
	1

	82
	集团公司
	集团公司
	85
	集团/公司
	3

	83
	高等学校
	高等学校
	12
	高等/学校
	1

	84
	国务院令
	国务院令
	2
	国务院/令
	1

	85
	县市区
	县/市/区
	3
	县市区
	1

	86
	同一天
	同一天
	5
	同一/天
	1

	87
	留学人员
	留学人员
	8
	留学/人员
	1

	88
	文化村
	文化/村
	1
	文化村
	1

	89
	科教兴国
	科教兴国
	17
	科教/兴/国
	2

	90
	丁石孙
	丁/石孙
	1
	丁石孙
	1

	91
	不远处
	不远处
	6
	不/远处
	1

	92
	庆春节
	庆/春节
	2
	庆春节
	1

	93
	装机容量
	装机容量
	3
	装机容量

装机/容量
	2

1

	94
	抱有
	抱有

抱/有
	1

8
	抱有
	1

	95
	除夕夜
	除夕夜
	16
	除夕夜

除夕/夜
	3

1

	96
	火树银花不夜天
	火树银花不夜天
	3
	火树银花/不/夜/天
	1

	97
	冰清玉洁
	冰清玉洁
	1
	冰/清/玉/洁
	1

	98
	极大地
	极大/地
	35
	极/大/地
	2


Table 9:  Text fragments that have different segmentations in the PK training data and in the PK testing data.
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