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Abstract

The Berkeley group participated in the cross-
language retrieval taskandthepatentretrieval taskat
the third NTCIRworkshop. This paperdescribesour
experimentson cross-languge and patentretrieval.
We presentan automaticrelevancefeedbak proce-
dure for documentankingformula basedon logistic
regressionanda procedue for automaticallyextract-
ing Chinese/dpanesetranslationsof English words
from search resultsreturnedfrom Internetsearch en-
ginesusingEnglishwordsasqueries.
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1 Intr oduction

At theNTCIR-3workshop theBerkeley grouppar
ticipatedin theCross-LanguagRetrieval Task(CLIR)
andPatentRetrieval Task(Pat). For the CLIR task,we
worked on all threetracks: SLIR BLIR, and MLIR.
This paperdescribesour experimentswith monolin-
gual andcross-languageetrieval, andwith patentre-
trieval. We will describethe relevancefeedbackpro-
cedure,and a procedurefor automaticallyextracting
Chineseor Japaneséranslationsfor English words
from the searchresultsreturnedby an Internetsearch
enginewhenEnglishwordsare submittedasqueries.
For the first time, we hadthe opportunityto perform
cross-languageetrieval from Chineseto Japanese,
andKoreanmonolingualretrieval. SinceChineseand
Japanessharesomeof theideographsdirectly map-
ping the Chinesecharactersnto Japanes&anji may
work well in Chinese-to-Japanessgtrieval in thecases
wheremary Chinesecharactersn the Chinesetopics

are the sameas Japaneséanji characters. Readers
arereferedto [9] for anoverview of thethird NTCIR
workshop,to [5] for an overview of the CLIR Task,
andto [8] for anoverview of thePatentRetrieval Task.

2 DocumentRanking

A typical text retrieval systemranksdocumentsc-
cordingto their relevancedo a givenquery Thedoc-
umentsthataremorelikely to be relevantareranked
higherthanthosethatarelesslikely. In this sectiorwe
briefly describea logistic regression-basedocument
ranking algorithm developedat Berkeley (Cooperet
al. 1994). We usedthis documentrankingalgorithm
for all thetheretrieval runsreportedn this paper The
log-odds(or the logit transformationpf the probabil-
ity thatdocumentD is relevantwith respecto query
Q, denotedby log O(R|D, Q), is givenby
P(R|D,Q)

P(R|D,Q)
= —351+37.4%X; +0.330 % X2 +
—0.1937 * X3 + 0.0929 * X4

logO(R|D,Q) =

where P(R|D, Q) is the probability that document
D is relevantto queryQ, P(R|D, Q) the probability
that documentD is not relevant to query @, which
is 1.0 - P(R|D, Q). The four explanatoryvariables
X1, X5, X3, and X, are definedasfollows: X; =
ﬁ e ﬁ._fsis’ Xy = ﬁ >icylog %'
X3 = gy e log ofi X4 = n, wheren is
the numberof matchingterms betweena document
andaquery gt f; is the within-queryfrequeng of the
ith matchingterm, dtf; is the within-documentfre-
queng of the ith matchingterm, ctf; is the occur
rencefrequeng in a collection of the sth matching
term, gl is querylength, dl is documentlength, and
cl is collectionlength. The relevanceprobability of
documentD with respecto query@ canbewrittenas

P(R|D,Q) = {7o=msommrgy in termsof log-oddsof




therelevanceprobability Thedocumentsrerankedin
decreasingrderby their relevanceprobabilitieswith
respecto aquery

3 RelevanceFeedback

The Berkeley documentranking formula hasbeen
in usefor mary yearswithout blind relevancefeed-
back. In this sectionwe presenta techniquefor in-
corporatingblind relevancefeedbackinto the logistic
regression-basedocumentankingframework.

Two factorsareimport in relevancefeedback.The
first oneis how to selectthe termsfrom top-ranled
documentsafter the initial search the secondis how
to assignweightsto the selectedermswith respecto
the termsafter the initial query For term selection,
we assumesometop-ranked documentsafter the ini-
tial searcharerelevant, andthe restof the documents
in the collectionareirrelevant. For eachtermin the
documentghatarepresumedelevant, afterremoving
stopwords,we computsts relevanceweight. Therele-
vanceweightproposedy RobertsorandSparcklones
in [11] is givenby

Ry(N - N,— R+Ry))

R-R)Ni-R) Y

wy = log

Thetermsareshavn in thefollowing word contigeng
table.

relevant irrelevant
indexed Ry Ny — Ry N,
notindexed | R- R; N-N;-R+R; | N- N,
R N-R N

whereN is thenumberof documentsn thecollection,
R the numberof top-ranled documentsafter the ini-

tial searchthatarepresumedelevant, R, the number
of documentamongthe R top-ranleddocumentshat
containthetermt, and N; thenumberof documentsn

thecollectionthatcontainthetermt.

The termsextractedfrom the R top-ranled docu-
mentsareranked by their relevanceweights. A pre-
specifiednumberof top-ranked terms are combined
with theinitial queryto createa new query Notethat
someof the selectedterms maybeamongthe initial
queryterms.For the selectedermsthatarenotin the
initial query theweightis setto 0.5. For thoseselected
termsthatarein theinitial query the weightis setto
0.5*t;, wheret; is the occurrencerequeng of term
t in theinitial query The selectedermsare meiged
with theinitial queryto formulatean expandedquery
Whena selectedermis oneof the querytermsin the
initial query its weightin the expandedqueryis the
sum of its weightin the initial query andits weight
assignedn the term selectionprocess.For a selected
termthatis not in the initial query its weightin the

Initial Query Selectedlerms ExpandedQuery

£, (1.0) # (1.0)
ts (2.0) t5 (2+0.5) ts (3.0)
t5 (1.0) t5 (1%0.5) t5 (1.5)

t4 (0.5) t4 (0.5)

Table 1. Query expansion.

final queryis the sameasthe weight assignedn the
term selectionprocesswhichis 0.5. The weightsfor
the initial querytermsthat are not in the list of se-
lectedtermsremainunchanged.Table 1 presentsan
exampleto illustrate how the expandedqueryis cre-
atedfrom theinitial queryandthe selectederms.The
numbersn parenthesearetermweights.Theselected
new termsareconsiderechotasimportantastheinitial
queryterms,so the weightsassignedo themshould
fall in the rangeof O to 1, exclusive. In our imple-
mentationwe setthe weightsof the new termsto 0.5,
expectingthatthe querylengthwould bedoubledafter
queryexpansion.

Three minor changesare madeto the blind rele-
vanceproceduredescribedabove. First, a constaniof
0.5wasaddedo everyitemin formulal usedto com-
putethe weight. Secondthe selectedermsmustoc-
curin atleast3 of thetop-ranked R documentsThird,
thetop-ranled two documentsn theinitial searchre-
mainedasthe top-ranled two documentsn the final
search.Therationalefor not changingthe top-ranked
few documentds that whena query hasonly a few
relevantdocumentsn the entirecollectionandif they
arenot ranked in the top after the initial searchit is
unlikely thesefew relevantdocumentsvould berisen
to thetop in the secondsearchsincemostof the doc-
umentsthatare presumedelevantareactuallyirrele-
vant. On the otherhand,if thesefew relevant docu-
mentsarerankedin thetop aftertheinitial searchaf-
terexpansionthey arelikely to berankedlowerin the
final searchfor the samereason. We believe a good
strat@y is to not changethe ranking of the top few
documents.In our implementationwe chosenot to
changeheranksof thetop two documentsn thefinal
search. Note thatin computingthe relevanceproba-
bility of adocumentwith respecto aqueryin theini-
tial searchthe gl is the numberof termsin theinitial
query andgt f; is the numberof timesthatterm+¢ oc-
cursin theinitial query After queryexpansiongtf; is
no longertheraw termfrequeng in theinitial query
insteadit is now theweightof termt¢ in the expanded
query andql is the sum of the weight valuesof all
thetermsin the expandedquery For the examplepre-
sentedn tablel, gtf:, is 1.5,andql is 6.0(i.e., 1.0+
3.0+ 1.5+ 0.5). Therelevancecluesrelatedto doc-
umentsandthe collectionarethe samein computing
relevanceprobability usingthe expandedjuery



4 Cross-LanguageRetrieval Task

The cross-languageetrieval task hasthreetracks:
single languagelR (SLIR), bilingual CLIR (BLIR),
and multilingual CLIR (MLIR). The documentcol-
lections consist of newspaperarticles in Chinese,
JapaneseKorean,and English, publishedduring the
periodof between1998and1999exceptthat the Ko-
rean EconomicDaily in 1994. Readersarereferred
to [5] for an overview of the CLIR task and details
on the the tracks,documentstopics, and evaluations
of the CLIR task. We participatedin all threetracks
in the CLIR task and submittedChinese,Japanese,
Korean,and English monolingualruns for the SLIR
track; English-to-Japanesd;nglish-to-Chineseand
Chinese-to-Japaneseins for the BLIR track; and
Chinese-to-Chinese/Japanese/Englisind English-
to-Chinese/Japanese/Englisimsfor the MLIR track.
For all therunsin the CLIR task, the averagepreci-
sionsandoverall recallswere computedusingthe set
of rigid relevantdocuments.

4.1 SingleLanguagelR Track

4.1.1 ChineseRetrieval

The Chinese texts in documents were broken
into single-characteunigramsand overlappingtwo-
charactebigrams. Only the Big5 charactergncoded
in two-bytewereretained.Thetopicswereprocessed
in the sameway. A stoplistof 718 termswas used
to remove stopwords. We submittedone official Chi-
nesemonolingualrun, namedBrkly-C-C-D-01, using
only thedescfield in thetopics. Thedescfield is typi-
cally short,andalmostall termsin thedescoccuronly
once. However not all termsare equally important.
To reflectthe fact that sometermsmay be more use-
ful thanothersin retrieval, we selectvely doubledthe
termfrequeng for 10termsin theoriginal query The
termsin the original querywerefirst ranked by their
avemge-tfidf weight, a techniqueproposedby Kwok
in [10]. Thenthetermfrequenciedor thetop-ranked
10 terms (bigramsor unigrams)were doubled. The
gueryafteradjustingtermweightwasusedfor theini-
tial search After theinitial searchthetermsin thetop-
ranked 20 documentsvereranked by their relevance
weightscomputedusingformulal, andthetop-ranied
50termswerecombinedwith theoriginal queryterms
to formulatethe expandedjuery which wasthenused
to retrieve 1000 documentsfrom the collection for
eachtopic. Withoutinitial weightadjustingandquery
expansion the averageprecisionis 0.2048,andover-
all recall 1291/1928 With initial weightadjustingbut
no query expansion,the averageprecisionis 0.2140,
and overall recall 1288/1928. The averageprecision
is 0.2738andoverall recall 1473/1928with queryex-
pansiorbut noinitial weightadjusting.With bothini-
tial weightadjustingandqueryexpansiontheaverage

precisionof Brkly-C-C-D-01is 0.2847andoverall re-
call 1516/1928. While adjustingthe term weightsin
theinitial querymadelittle differencein retrieval per
formance,relevancefeedbackimproved the average
precisionby 33.69% without weight-adjusting,and
33.04%with weight-adjusting.Discardinglettersen-
codedin onebytemayhave degradedheperformance
of topic 2 containingthetermWTO, andtopic 22 con-
tainingtheterm Pol Pot.

For theofficial run, the Chinesdexts weresplitinto
unigramsandbigrams. We alsoindexed the Chinese
texts in shortwords of oneto threecharacters.The
Chinesetexts were split into wordsusingthe forward
maximummatchingtechniquewith respecto alist of
194,000short Chinesewords. The averageprecision
is 0.2089for theinitial searchand0.2780with rele-
vancefeedback. In both runs, the initial queryterm
weightswerenot adjusted.For the latterrun, 20 top-
rankedtermsfrom thetop-ranked 20 documentsvere
combinedwith theinitial queryto createheexpanded
query Theresultssuggesthatshortword indexing is
aseffective asunigram-and-bigranmndexing.

4.1.2 JapaneseRetrieval

TheJapanestxtsweresplitinto single-characteuni-
gramsandoverlappingtwo-charactebigramsconsist-
ing of only kanji and katakanacharacters.All hira-
ganacharactersvere discarded so were the Roman
lettersthatareencodedn singlebyte. Oneofficial run
namedBrkly-J-J-D-01was submittedwhich usedthe
descfield only. The averageprecisionof Brkly-J-J-D-
01is 0.3255andoverall recall 1533/1654with initial
weightadjustingandqueryexpansion.Without query
expansionthe averageprecisionis 0.2802andoverall
recall1416/1654 Notindexing theEnglishwordsmay
have degradedthe performancesf topic 2 containing
WTO, topic 5 containingPRC topic 9 containingST],
topic41containingNGO, andtopic 42 containingeU.

To comparedifferent indexing methods,we cre-
atedaword index after sgmentingthe Japanesiexts
into wordsusingthe Chasemmorphologicalanalyzer
Theaverageprecisionusingdescfield is 0.2758with-
out relevance feedback,and 0.3188 with relevance
feedback. In both runs, no weight-adjustingbased
on avetage-tfidf was applied. The performanceof
word indexing andthatof unigram-and-bigranmdex-
ing suggesthatbothindexing methodsareequallyef-
fective.

4.1.3 KoreanRetrieval

We removed the blank spacesbetweenwords and
treatedthe Koreantexts asa string of charactersThe
texts werethendividedinto single-charactemnigrams
and overlappingtwo-charactebigrams. Our Korean
stoplistconsistsof the mostfrequent97 bigramsand
the mostfrequentl5 unigramsfoundin the document



collection. The averageprecisionis 0.1549andover-

all recall 1365/2081with initial weight adjustingbut
no queryexpansion With bothinitial weightadjusting
and query expansion the averageprecisionof Brkly-

K-K-D-01is 0.2269,anincreasenf 46.48%,andover

all recall1617/2081.

4.1.4 English Retrieval

The Englishwordswere stemmedusing Porterstem-
mer after stopwords were removed. We submit-
ted threeEnglishmonolingualruns, Brkly-E-E-C-01,
Brkly-E-E-TDN-02, and Brkly-E-E-D-03. The aver-

age precisionis 0.4054for Brkly-E-E-C-01, 0.4156
for Brkly-E-E-TDN-02,and0.4111for Brkly-E-E-D-

03. For thesethreeruns, we did not adjustthe term
frequeng but appliedpseudaelevancefeedbackThe
top-ranked 30 termsselectedrom top-ranked 20 doc-
umentsafter the initial retrieval were combinedwith

theoriginal queryto createthe expandedjuery

4.2 Bilingual CLIR Track

4.2.1 English-ChineseRetrieval

The English-to-ChineséR subtaskis aboutsearching
English topics against the Chinesedocumentcollec-
tion for relevantdocuments.The Englishtopicswere
translatedinto Chineseusing the on-line Babelfish
translationavailable at http://babelfish.altdasta.com/.
The untranslatedenglish words were looked up in
an English-Chinesdilingual dictionary createdfrom
a collection of Chinese-Englishparallel texts, the
HongKongNews downloadedrom www.info.gov.hk.
More detailson the sentencelignmentof the paral-
lel texts andthe creationof English-Chineséilingual
dictionariesare provided in our earlier work [2, 3].
Thetopmost-rankd Chineseermwasselectechsthe
translatiorof anEnglishword. ThetranslatedChinese
texts were then split into single-characteunigrams
andtwo-charactemwverlappingbigrams. We submit-
ted one official run namedBrkly-E-C-D-01that used
descfield only. The averageprecisionis 0.1282,and
theoverallrecall1176/1928 TheuntranslatedEnglish
words or phrasednclude anguish Dae-ding in Kim
Dae-ling doomsdayEl nino, famines JamesSoong
Kazuhio Sasaki Macau MedecinsSansFrontieres
NissanMotor Company Oscar, Pol in Pol Pot, Re-
nault, Rongin Zhu Rongji, TakeshiKitano, Taoyan
Titanic, and Tomiich Murayama Most of the un-
translatedwords are proper nouns. In our earlier
work [4], we proposeda techniqueto automatically
extract Chinesetranslationsfor English words from
the searctresultsof InternetsearchenginesusingEn-
glish words as queries. Here we presenta slightly
differentversionof the procedureoriginally proposed
in [4]. First we submiteachof the untranslateden-
glishwordsor phrasessqueryto the searctengineof

Yahoo!Chinesén traditionalChinesdBig5 encoding)
athttp://chinese.yahoo.conif. thesearctresultshave
more than 200 entries,we keepthe first 200 search
resultentries,otherwisewe keepall the entries. The
searclresultentriesarethenseggmentednto wordsus-
ing a dictionary-basedongestmatchingmethod. For
eachline containingthe Englishqueryword or phrase,
we only considerthefive Chinesewordsimmediately
to theleft, andthe five Chinesewordsimmediatelyto
the right of the Englishword or phrase.We assigna
weight of % to a Chineseword thatis n wordsaway
from the Englishword or phrasesothe Chineseword
immediatelyto the left or to the right of the English
word or phrasereceves a weight of 1.0. We accu-
mulatethe weight valuesassignedo the sameword
in all searchresultentries.At theend,all the Chinese
wordsthatarewithin five-word distanceof the English
queryword or phraseareranked by theiraccumulated
weights. To translateEnglishto Chinesewe keepthe
top-ranked m Chinesewordsasthe translationof the
Englishword or phrasethatwasusedasquery where
m is the sameasthe numberof wordsin the English
query Figurel shows the Chinesetranslationsauto-
maticallyextractedfrom Yahoo!Chinessearctresults
using the untranslatedEnglish words or phrasesas
searchgueries.Thenumberof wordsin Chinesdrans-
lationsis the sameasthe numberof wordsin the En-
glish query We performedan English-to-Chineseun
by replacingtheuntranslated&nglishwordsor phrases
with the Chinesetranslationsautomaticallyextracted
from Yahoo!Chinesegearchresults.Thisrunis labeled
E-C-D-02asshawn in Table2. Whentheuntranslated

run translation average | overall

id resources precision | recall

E-C-D-00 Babelfish 0.1226 1190/1928

Brkly-E-C-D-01 | Babelfish+ 0.1282 1176/1928
paralleltexts

E-C-D-02 Babelfish+ 0.1668 1177/1928
Yahoo!Chinese|

Table 2. Performances of three English-
to-Chinese CLIR runs using desc field
only.

Englishwords or phraseswvere replacedby the Chi-
nesdranslationgxtractedrom Chinese!™hoaosearch
results,the averageprecisionincreasedrom 0.1226
to 0.1668,an improvementof 36.05%. The average
precisionfor E-J-C-02runis 0.1000withoutrelevance
feedbackand0.1668with relevancefeedbackanin-
creaseof 66.8%.

4.2.2 English-JapaneseRetrieval

We usedthesameonline Babelfishtranslatiorto trans-
lateEnglishtopicsinto JapaneselheuntranslatedEn-
glish words were not further looked up in ary other



English query

Chinese translaticons

1 angulsh B

2 Daz-Tung FHt

3 doomsday FH

4 El ninc e BE
5 famines i

6 James Scong FAE By EI]
7 Kazuhiro Sasaki 7k F =

8 Macaun BT

G Medecins Sans Frontieres 8 B4 ] 57
10 MNissan Motor Company HE

11 Oscar B+

12 Pol A

13 Renaunlt T

14  Rong &

15 Takeshi Kitano iy 5
16 Taoyan E1A

17 Titanic w2

Figure 1. Chinese translations automaticall y extracted from Yahoo!Chinese search results.
The number of words in the Chinese translations is the same as in the English query.

machine translation systemor bilingual dictionary
Most of the untranslatedvordsare propernouns,in-
cluding personalnamessuchas Zhu Rongji, James
Soong Kazuhio Sasaki TakeshiKitano, Tomiich Mu-
rayama Kim Dae-dung, Clinton, andPol in Pol Pot.
Otheruntranslategropernounsinclude Han in Han
dynasty Taoyan Kyoto, Oscar, Titanic, El Nino, Re-
nault, NissanMotor Company MedecinsSansFron-
tieres Macau Theotheruntranslatedvordsaresight-
seeing doomsday Anti-petrsonne] famines collabo-
rations andanguish We submittedonly one official
run namedBrkly-E-J-D-01usingthe descfield. The
averageprecisionis 0.1899with an overall recall of
1066/1654. We submittedeachuntranslatednglish
word or phraseas a query to the searchengine of
Yahoo!Japarat http://wwwyahoo.co.jp/. We down-
loadedup to 200 searchresultentriesfor eachquery
The result entrieswere then sgmentedinto words
using Chasemmorphologicalanalyzer The Japanese
words surroundingthe English word were weighted
andranked as describedn the previous section,and
the top-ranled two translationsvereretained.Words
consistingof only hiraganacharactersvere ignored.
The procedureof automaticallyextracting Japanese
translationsfrom Yahoo!Japarsearchresultsis the
sameas describedin section4.2.1. Figure 2 shavs
the first two Japaneseranslationsautomaticallyex-
tractedfrom Yahoo!Japarsearchresultentries. The

column labeled English query shaws the list of En-
glish wordsthat were submittedas queriesto the Ya-
hoo!Japarsearchengine.After we translatedheorig-
inal Englishtopicsinto Japaneseasingthe online Ba-
belfish,we replacedhe untranslatedEnglishwordsor
phrasesby the top-ranked two Japanesdranslations
automaticallyextractedfrom Yahoo!Japarsearchre-
sults. We performedanotherun usingthis versionof
Japanes&anslation. The averageprecisionis 0.2625
with anoverallrecallof 1455/1654sshavnin table3.
The averageprecisionwasincreasedy 38.23%. For

run translation average | overall

id resources precision | recall

Brkly-E-J-D-01 | Babelfish 0.1899 1066/1654

E-J-D-02 Babelfish+ 0.2625 1455/1654
Yahoo!Japan

Table 3. Performances of two English-to-
Japanese CLIR runs using descfield only.

the secondun, the precisionfor topics2, 4, and5 are
0.0316,0.0000,and 0.0002,respectrely. An impor
tantword WTO in topic 2 wasdiscardedn indexing
becausehe English words were not indexed. Topic
4 containsE-Businessvhereonly Businessvastrans-
latedandE wasdiscardedwhichis probablywhy the
precisionwaszerofor topic 4. The propernamezZhu
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Figure 2. Japanese translations automaticall y extracted from Yahoo!Japan search results.

Rongji was not translatedn topic 5. The Japanese
namedor rice andU.S.happento bethe samewhich
probablyresultsin the zero precisionfor topic 34 on
rice import policy in Asian countries. The low pre-
cision of 0.0654for topic 22 may be attributedto the
incorrecttranslatiorof Pot in Pol Pot into the Japanese
word thatmeangoundedeartheror metalcontainer

4.2.3 Chinese-apaneseRetrieval

The Chinesetexts in the descfield were translated
into Japanes@é two stepsusing Englishasthe inter
mediatelanguage. First the Chinesetexts were sey-
mentedinto words, theneachword waslooked up in
the Chinese-Englistbilingual dictionarycreatedrom
the samecollection of Hong Kong News articlesas
describedn section4.2.1. Only the topmost-rankd
Englishword wasretainedasthe translationof a Chi-
neseword. SecondthetranslatedEnglishwordswere
subsequentlyranslatednto Japaneseasingtheonline
Babelfishtranslation.Theuntranslatedvordswerenot
further processed.A single Chinese-to-Japanesen
namedBrkly-C-J-D-01 using descfield was submit-

ted. Theaverageprecisionis 0.1189 andoverallrecall
810/1654.

Since someof the Japanesdanji and traditional
Chinesecharactersshare the sameideographs,di-
rect mappingfrom Japanes&aniji into Chinesemay
work well in the caseswhere Japanesdopics con-
sist of mainly kanji characters.Of course,whenthe
sameconceptor propernoun like Asia is expressed
in katakanan a Japaneséopic, direct mappingfrom
Japaneseénto Chineseis of no use. Another case
wheredirect mappingdoesnot work is whena con-
ceptis expressedn kanji characterghat is different
from the Chinesecharacter$or the sameconcept.For
example the Japaneskaniji charactersor film aredif-
ferentfrom the Chineseword for film. We corverted
the Chineseopicsin Big5 into Japanesa EUC-JPin
two steps first corverting the Chinesetopicsin Big5
into Unicode (UTF-8), then corverting the Unicode
into Japanesa EUC-JPWe usedthe Japanestopics
convertedfrom the Chinesetopicsfor retrieval. This
runis labeledC-J-D-02 The averageprecisionof C-
J-D-02is 0.1109,which is asgoodasthe official run



whichusedBabelfishandparallelcorpusastranslation
resourcesWhenthe Japanestopicstranslatedusing
Babelfishand parallelcorpuswere concatenatewith
the Japaneseopics corvertedfrom the Chinesetop-
ics,theaverageprecisionincreasedo 0.1927asshovn
in table4. Topic 31 is aboutviewing Japanesenaple

run translation | average | overall
id resources | precision | recall
Brkly-C-J-D-01 | Parallel+ 0.1189 810/1654
Babelfish
C-J-D-02 BIG5-EUC | 0.1109 835/1654
C-J-D-03 Parallel+ 0.1927 1276/1654
Babelfish
BIG5-EUC

Table 4. Performances of three Chinese-
to-Japanese CLIR runs using descfield
only.

treesin Kyotaq, but thedescfield in the Chineseversion
meansviewing Japaneseapletreesin Tokyo.

4.3 Multilingual retrieval track

4.3.1 English-Chinese/apanese/English Re-
trieval

We submittedone multilingual run namedBrkly-E-
CJE-D-0lusingdescfield in the Englishtopics. This
run was producedby combiningthreeretrieval runs:
one English monolingualrun, one English-Chinese
bilingual run, andoneEnglish-Japanedalingual run.
TheEnglish-Chinesdilingual runis Brkly-E-C-D-01
and the English-Japaneskilingual run is Brkly-E-J-
D-01. We did not useBrkly-E-E-D-0l1lasthe English
monolingualrun, insteadperformedanotherEnglish
monolingualrun usingdescfield. We will call thisrun
E-E-D-01 The averageprecisionvaluesfor E-E-D-
01, Brkly-E-C-D-01 andBrkly-E-J-D-01are 0.3660,
0.1282,and0.1899 respectiely. Theresultsof these
threerunswerecombinedandre-ranled by the prob-
ability of relevance. The final result consistsof the
top-ranked 1000 documentsper topic. The average
precisionfor the Brkly-E-CJE-D-01runis 0.1287 and
overallrecall2067/4053.

4.3.2 Chinese-Chinese/dpanese/English Re-
trieval

The Brkly-C-CJE-D-01run wasproducedy combin-
ing Brkly-C-C-D-01, Brkly-C-J-D-01 and C-E-D-01
The C-CandC-Jrunswerediscussedn previoussec-
tions. In performingChinese-to-Englishetrieval, the
Chinesetexts in the descfield were sggmentedinto
words, thenthe Chinesewordswere looked up in an
Chinese-Englislbilingual dictionarycreatedrom the
Hong Kong News parallel texts. For eachChinese
word, only thetopmost-rankd Englishtranslationvas

retained.The Englishtranslatiorwasusedto produce
the C-E-D-01run. For theinitial run, the weightfor

the top-five termsranked by their averagetfidf value
was doubled. For relevancefeedback top-ranked 30

termsfrom top-ranked 20 documentsvere combined
with theinitial query Theaverageprecisionfor Brkly-

C-C-D-01, Brkly-C-J-D-01, andC-E-D-0l1are0.2847,
0.1189,and0.2522,respectiely. The averagepreci-
sionfor Brkly-C-CJE-D-01lis 0.1462,and overall re-

call 2111/4053.

5 Patent Retrieval Task

We took a corventionalapproacho patentretrieval
andtreatedthe patenttestcollection (both topicsand
documents)as anothertest collection. We applied
the samesetof techniquedo patentretrieval asthose
for Japanestext retrieval andEnglish-Japanedailin-
gualretrieval usingJapanesaewspaperticlesor ab-
stracts. The sameretrieval systemdescribedn sec-
tion 2 wasalsousedfor all theretrieval runsreported
belowv. We submittedfour official runsfor the Patent
Retrieval Task, two usingthe mandatorytopic fields,
ARTICLEandSUPPLEMENTandtwo usingoptional
fields, DESCRIPTIONandNARRAIVE. Thefour of-
ficial runs are labeledas brklypatl, brklypat2 brk-
lypat3 and brklypat4 All other runs are unofficial
runs. The averageprecisionsand overall recallsre-
portedfor all the runs for the patentretrieval tasks
werecomputedwith respecto thestrictrelevance.On
the average,after removing stopwords, the full-text
patentdocumentsn the kkh98andkkh99collections
areabout21timesaslong asthe newvspapenmrticlesin
the Mainichi collection usedfor the CLIR task. An-
otherfeaturein patentretrieval taskthatis missingin
Ad Hocretrieval with newvspapedocumentollections
is that the topic field ARTICLE s the clipping of a
newspapeiarticle. Thetextsin the ARTICLEfield are
long and containmary wordsthat are not important.
Among the main questionswe investicatedin patent
retrieval are:

1. is word indexing aseffective asbigramindexing
for longdocuments?

2. is retrieval from muchshorterpatentabstractsas
effective asthat from the full-text patentdocu-
ments?

3. is stemmingand splitting long katakanawords
helpfulin retrieval?

4. isretrieval usinglong queriesaseffectiveasusing
shortqueries7and

5. isqueryexpansioreffective with long patentdoc-
uments?



To sare somespacein presentingthe results,we
will usethe initial letter of a topic field to represent
thatfield, soA standdor ARTICLE C for CONCEPT
D for DESCRIPTIONH for HEADLINE, N for NAR-
RATIVE, Sfor SUPPLEMENTT for TITLE For all
four official runs,the collectionsusedare kkh98and
kkh99 consistingof 697,262full-text Japanespatent
applicationgpublishedin 1998and1999. Readersre
referredto [8] for detailson the task, the collections,
thetopics,andthe evaluationof patentretrieval.

Both documentsand topics were indexed using
overlappingbigramsconsistingof only katakanaand
kanji charactersThefour official runswereproduced
usingthebigramindex.

5.1 Monolingual patentretrieval

run topic overall | average
id fields recall | precision
brklypatl | A,S 849 0.1547
brklypat2 | D,N 1029 | 0.2236
brklypat5 | C,D 1110 | 0.2404
brklypaté | C,D,N,T | 1131 0.2505

Table 5. Summary of monolingual patent
retrie val runs using overlapping bigram
inde xing.

We submittedtwo official monolingualpatentre-
trieval runs, labeledas brklypatl andbrklypat2 The
texts weresplit into overlappingbigramsconsistingof
only kanji and katakanacharacters.A small stoplist
of 159 wordswas usedto remove stopwordsin both
documentsandtopicsindexing. Table5 presentshe
resultsof four monolingualrunswithout queryexpan-
sion. The averageprecisionof the requiredrun which
usedtheARTICLEandSUPPLEMENTfieldswassub-
stantially lower thanthat of using othertopic fields,
suchasthe DESCRIPTIONand NARRAIVE fields.
Table6 shavstheperformancesf monolingualpatent
retrieval runsusingword indexing without query ex-
pansion. The texts in the patentdocumentsand top-
ics weresggmentednto wordsusingthe Chasermor-
phologicalanalyzer The words, afterremaoving stop-
words,werenot stemmed Amongtherunspresented
in table 6, the run using CONCEPTand DESCRIP-
TION fields achieved the highestaverageprecisionof
0.3129.As with bigramindexing, the performanceof
therunusingthe ARTICLEandSUPPLEMENTfields
was substantiallyinferior than ary of the runs with-
out usingthe ARTICLEfield. In our experimentswe
simplytreatedhetextsin the ARTICLEfield asavery
long querywithout makingary effort to identify and
thenremove thetopic wordsthatarenotimportant.In
our experimentswith Japanesenonolingualretrieval

run topic overall | average
id fields recall | precision
brklypaté | A 648 0.1230
brklypat7 | C 1115 | 0.2374
brklypat8 | S 730 0.1693
brklypat9 | A,S 742 0.1482
brklypatl0| C,D 1168 | 0.3129
brklypatll| D,N 1044 | 0.2480
brklypatl2| D,S 987 0.2577
brklypatl3| H,S 780 0.1888
brklypatl4| C,D,T 1170 | 0.2980
brklypatl5| C,D,N,T | 1173 | 0.2849
Table 6. Summary of monolingual patent
retrieval runs wusing word indexing.

Words were not stemmed.

from the documentcollection consistingof newspa-
perarticles,indexing by overlappingbigramsanduni-
gramstogethemwasaseffective asindexing by words.
Theresultspresentedh tables5 and6 shav thatword
indexing was substantiallybetterthan bigram index-
ing whenthe ARTICLE field was not used. For ex-
ample,therun bkypat5usingthe CONCEPTandDE-
SCRIPTIONfields with bigramindexing hasan aver
ageprecisionof 0.2404,while the run bkypat10using
the sametopic fieldswith word indexing hasan aver-
ageprecisionof 0.3129,anincreasenf 30.16%.
Ourstemmeremovesary hiraganacharacterérom
aword, including the onesappearingn the middle of
aword. Sothe stemof a word consistingof hiragana
andkanji characterswill containonly the kanji char
acters.A word consistingof only hiraganacharacters
will be deleted. The full-text Japanes@atentdocu-
ment collection hasabout 1.7 million uniquewords
(not stemmed)after sggmentationusing the Chasen
analyzer About 921,0000f the unique words are
katakanavordshaving 8 or morecharactersMost of
the long katakanawords are formed by joining two
or more short katakanawords. The long katakana
words in Japanesare like the compoundwords in
German. We have usedthe Germandecompounding
proceduredescribedn ourearlierwork [1] to breakup
long katakanawordsinto shortkatakanawords. The
basedictionary hasall the katakanawords found in
the full-text patentdocumentsthat are 3 to 7 char
acterslong. The katakanawords having 8 or more
charactersvere split, if possible,into shortkatakana
wordsin the basedictionary Figure3 presentsan ex-
ampleof seggmentingthe long katakanaword for the
English phrase“computer network systent. It lists
all thewaysin which this katakanavord canbe sey-
mentedinto shortkatakanavordswith respecto the
basedictionary The lastcolumnshaows the probabil-
ity of aseggmentatiorwhichis computedastheproduct
of therelative frequencieof the componentvordsin



compound: A/ EI—2FW D=0 A7 A (computer network system)

component words [og ip D0
1. JvE I1—%= Fo b — AT A -54 2060
A N a—% o =% AT A 65 8600
3 IvE I1—%= T R — D AT -56. 3206
4 K a—% FURTD—=40 AT -46. B2EDY
5 IvE I1—%= FURD=0 AT -55. 8807
6. E21— REVED—S AT -40, 9956
7. asE1-—% Fo b =227 AT -52. 5139
g QAvE1I-—% F T — AT -42. 9736
5 Q1% Fo R —=4 VAT -33. 2759
10 a/E31—% FURTD=05 AT -42. 5337
11, J/E2I—5% WkJ—2 VAT -43. 6325
result: J/EI—220 D=2 32 F0L = vl —% RUEFD—9 2T

computer network system

Figure 3. Segmentation of along katakana word.

thefull-text patentdocumentollectionsaftersegmen-
tation using the Chasenanalyzer The seggmentation
having the highestprobability is chosernto segmenta
longkatakanavord. Table7 presentsheresultsof five

run topic overall | average
id fields recall | precision
brklypatl6 | C 1120 | 0.2409
brklypatl?7 | A,S 748 0.1528
brklypatl8| C,D 1187 | 0.3041
brklypat19 | D,N 1059 | 0.2436
brklypat20| C,D,N,T | 1174 | 0.2912
Table 7. Summary of monolingual patent
retrieval runs using word indexing.

Words were stemmed and long katakana
words segmented.

monolingualrunsusingtheindex createdafterremov-
ing hiraganacharacterandseggmentinglong katakana
wordsinto shortones. The averageprecisionvalues
are closeto thoseusingthe index without stemming
andkatakanavordssegmentation.

We carriedout two monolingualretrieval runswith
gueryexpansiononeusingthe CONCEPTTfield only,
the otherusingboth CONCEPTand DESCRIPTION
fields. Thefirst runis labeledbrklypat25,andthe sec-
ond run brklypat26. For query expansion,10 terms
were selectedrom the top-ranked 5 documentsafter
theinitial search.The wordswerestemmecdandlong
katakanavordswere split into shortkatakanavords.
The averageprecisionof brklypat25is 0.2233,which
is slightly lower than 0.2409 of bkylypat16 without
queryexpansion.The averageprecisionof brklypat26
is 0.3043,which is almostthe sameas0.304 1of brk-

lypat18without queryexpansion.Theresultsof these
two experimentsshav that query expansiondid not

improve retrieval performance.A plausibleexplana-

tion is thatit is moredifficult to selectthe appropriate
termsfor query expansionin the term selectionpro-

cesssincetheaveragepatentdocumentengthis about
21timesaslong asthatfor the nenspaperdocuments
usedin the CLIR task.

A wordindex wascreatedor the Japanesabstracts
for 1998and 1999. The averagedocumentiengthis
about138 words for the Japanes@enspapercollec-
tion usedin the Cross-languagtask,about100words
for the Japanes@atentabstractsfor 1998 and 1999,
andabout2868wordsfor thefull-text Japanespatent
documentdor 1998and1999. All the Japaneséexts
were sggmentedusing the Chasenanalyzer and av-
eragedocumentiengthwas computedafter removing
stopwords. The averagefull-text patentdocumentis
about29 timesaslong asthe averagepatentabstract
afterremoving stopwords. Table8 presentshe perfor
mancef the four runsusingthe word index created
from only abstracts. The monolingualperformances

run topic overall | average
id fields recall | precision
brklypat21l | A,S 853 0.1370
brklypat22 | C,D 950 0.1799
brklypat23| D,N 839 0.1407
brklypat24 | C,D,N, T | 927 0.1623

Table 8. Summary of monolingual patent
retrie val runs using word index created
from abstracts. Words were stemmed
and long katakana words segmented.



of usingabstractonly were substantiallypoorerthan
thatof usingfull-text patentdocuments.

5.2 Cross-languagdPatent Retrieval

We createdanEnglish-Japanesiictionaryfrom the
EnglishandJapanesabstractpublishedrom 1995to
1997.Theabstractsverefirst splitinto sentenceghen
sentencewerealignedusingamodifiedversion[2] of
the length-basedlgorithm proposedn [7]. A small
but importantmodificationto the length-basedlgo-
rithm is thatthe lengthsof the Japaneseentenceare
scaledbeforesentencalignmentsothatthelengthra-
tio of the Japanesgexts over the translatedEnglish
texts is closeto one. The Japanessentencesvere
segmentednto wordsusingChasemmorphologicabn-
alyzer About 3.7 million English/Japanesgentence
pairsand 1 million English/Japanesttles were pro-
ducedfrom the parallel abstractsfor 1995to 1997.
An associatie English-Japanesdictionary was cre-
atedfrom the alignedEnglish-Japanesgentence/title
pairs basedon word co-occurrence We usedthe as-
sociation measuredescribedin [6] to computethe
associatiorstrengthbetweenan Englishword and a
Japanes&vord. We referreaderdo [3] for morede-
tails on the constructionof bilingual associatie dic-
tionariesfrom paralleltexts. To translateEnglishtop-
ics to Japanesewe looked up eachEnglishword in
the English-Japanesdictionary and kept only the
topmost-rankd Japanesdranslation. The translated
Japanes#opics were usedto searchagainstthe full-
text Japanes@atentsto producethe final runs, brk-
lypat3 andbrklypat4 Thesetwo runsusedthe over
lapping bigramindex. The performance®f our of-

run topic | topic overall | average
id fields | language| recall precision
brklypat3 | A,S English 565 0.0607
brklypat4 | D,N English 815 0.0827
Table 9. Summary of official English-

Japanese bilingual runs for Patent Re-
trieval Task. The bigram index was used
in these two runs.

ficial English-Japanespatentretrieval runs are pre-
sentedn Table9. Theresultsfor additionalEnglish-
Japanesdilingual runs using the word index with
stemmingarepresentedn table10. The performance
of English-Japanedglingual retrieval is substantially
inferior to that of Japanesenonolingualretrieval. As
table 10 shaws, the best English-Japanesbilingual
performanceas aroundonly half of the monolingual
performanceFigure4 presentsomeof the problems
with translatingEnglishtopicsinto Japaneserhe En-
glish word column shavs English words or phrases
found in the English topics, the Japanesetransla-
tion column shaws the Japanesé¢ranslationfrom the

run topic | topic overall | average | % of

‘ id fields | language| recall precision | mono
brklypat27 | A,S | English | 573 0.0547 | 35.79%
brklypat28 | C,D | English | 880 0.1493 | 50.66%
brklypat29 | D,N | English | 799 0.1234 | 49.09%

Table 10. Additional English-Japanese
bilingual runs. The word inde x with stem-
ming was used for the runs presented in
this table.

bilingual dictionary for an English word or phrase,
andthe Japaneseén original topicscolumnshaws the
Japaneswordor phrasdoundin theoriginal Japanese
topicsfor an Englishword or phrase.(The patentEn-
glish topicsare manuallytranslatedrom the original
Japanestopics).

We translatedthe English topicsinto Japaneséy
looking up the English topic words, after remaoving
stopwords, individually in the bilingual associatie
English/JapanegdictionaryandretainecbneJapanese
word for eachEnglishtopic word. Sothetranslation
modelis essentiallya word-forword one. Thefailure
casesshowvn in Figure 4 demonstratehat the word-
for-word model is not adequatefor translationfrom
Englishto Japanese.There are caseswherean En-
glish phraseshould be collectively translatedinto a
single Japanes&vord like cases3 to 6 shavn in Fig-
ure4, andcaseswvhereasingleEnglishword s trans-
lated into a Japanes@hraselike the casell shovn
in Figure4. Theremaybeeven caseswherean En-
glish phraseshould be collectively translatedinto a
Japanes@hrase. As an example, thereis a single
Japanes&vord for the English phrasebodytempea-
ture. But in the word-for-word model, the wordsin
the phrasebody tempeature are individually trans-
lated into Japanesesesultingin two Japanesevords
whicharenotthesameasthesingleJapaneseordfor
thewholephrase Althoughit is possiblesometimeso
derivethesingleJapaneseiord for the Englishphrase
from the Japaneséranslationsof the individual En-
glishwords,it isby nomeansasy TheEnglishphrase
wasteoil in case4, like the Englishphrasebodytem-
perature in case3, shouldbe collectively translated
into Japanese.The phraseelectric motor in case6
shouldbe collectively translatednto Japaneselt is
possibleto derive the correctJapaneséranslation(a
singleword) from thetwo Japanes#&anslationf the
individualwordsin cases8to 5, but notin cases since
the Japanestranslationfor theword electricis akaniji
word, andthe Japanesé¢ranslationfor the word mo-
tor is a katakanawvord while the correcttranslationis
a kanji word. The case? softdrink illustratesthatthe
phrasehasto betranslateccollectively into Japanese,
sincetheindividualword softcannotbeproperlytrans-
latedinto Japanes@ this case. The word softin the
contet of thephrasesoftdrink is like theword realin



Enzlish

Japanese

Japanese in

word translation original topics
1 motor S t—=
2 agitation R jigas
3 body temperature 2
body iy N
temperature BE
4 waste oil ey
waste R=EY
ol i
8] electromagnetic wave S
electromagnetic S
Wave P
3 electric motor ESETIE:
electric ESe
motor t—4=
7 soft drink i R K
soft ?mE
drink B
8 business E EiE R
9 diesel TA—EBILITTw Fao—EI
10 liauid e & e 1
11 photocatal yst o e p il
12 cosmetic 3] {1 dn
13 totalnitrogen *EE

Figure 4. Some of the problems in English to Japanese translation.

the phrasereal estate Sometimeghe Japaneséans-
lation is a katakanaword, but the original Japanese
is a kanji word. The oppositecasesalsooccur such
asthe case8 in Figure4 wherethe original Japanese
word is a katakanaword, but the Japanesé&anslation
from the Englishword businesss a kanji word. The
case9 illustratesthat the compoundkatakanawords
shouldbe split into shortones. The casel0 shavs
the original Japanesevord and its Japaneséransla-
tion from English are semanticallyclose. The case
11 shaws thatthe Englishword photocatalysshould
be translatednto two Japanes&ords. The Japanese
translationin casel?2 is simply wrong. And casel3
is a misspelling. A spaceshouldbeinsertedbetween
the two words, total andnitrogen The casel shavs
thatdifferentcharacterss usedto denotealong vowel
in katakanawords. The case2 shaw that different
spellingsof the samekaniji characterrein use. It is
likethecasewherebothtraditionalandsimpliedforms
of thesamecharacteiarein usein Chineseexts. The
list of problemsn translatingEnglishinto Japaneses
by no meansexhaustve.

6 Conclusions

We have presenteda pseudorelevance feedback
procedurefor the logistic regression-basedocument
ranking algorithm. The performanceimprovement
brought by relevance feedbackrangesfrom a few
pointsto 66.80%. For all of our official runsin the
cross-languageetrieval track, the Chinese Japanese,
and Koreantexts are indexed using single-character
unigramsandoverlappingtwo-charactebigrams.The
retrieval performanceon Chinese Japaneseand Ko-
reanmonolingualretrieval showvs the simpleunigram-
and-bigramindexing is effective for all three lan-
guages.The performanceon shortChinesewordsin-
dex is asgoodasthat on unigram-and-bigranindex.
The word-basedndexing for Japanes&orks equally
well as unigram-and-bigranindexing. We have de-
scribeda revised procedurefor automaticallyextract-
ing Chineseor Japanesganslationgor Englishwords
from the resultsreturnedfrom a searchenginewhen
the Englishwordsaresubmittedasqueries.Whenthis
procedures combinedwith theonlineBabelfishtrans-
lation, the performancedor both English-to-Chinese



and English-to-Japanesare substantiallyimproved.
For Chinese-to-Japanesetrieval, we found com-
bining Chinese-to-Japanesharacterconversionwith
machinetranslationin translatingChinesetopicsinto
Japanessignificantlyimprovedthe performancever
usingeithertechniquealone.

Our experimentalresultsfor patentretrieval shav
thatusingthe DESCRIPTIONandNARRAIVE fields
wasmoreeffective thanusingthelong ARTICLEand
the SUPPLEMENTfields; not using the ARTICLE
field worked better than using it; full-text patents
worked better than patentabstracts;word indexing
worked betterthan bigram indexing; stemmingand
splitting long katakanavordsdid not help; query ex-
pansiondid not help; and English-Japanesailingual
patentretrieval wassubstantialljworsethanJapanese
monolingualpatentretrieval.
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